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Abstract. A significant challenge in Text-to-Speech (TtS) synthesthé formulation
of the prosodic structures (phrase breaks, pitch accehtase accents and boundary
tones) of utterances. The prediction of these elementsstiytnelies on the accuracy
and the quality of error-prone linguistic procedures, sastthe identification of the
part-of-speech and the syntactic tree. Additional lingeifactors, such as rhetorical
relations, improve the naturalness of the prosody, but ard to extract from plain
texts. In this work, we are proposing a method to generataresgd prosodic events for
TtS by utilizing accurate, error-free and high-level linglic information. We are also
presenting an appropriate XML annotation scheme to encgttexs grammar, new or
given information, phrase subject/object informationwas| as rhetorical elements.
These linguistically enriched has have been utilized ttdeialistic machine learning
models for the prediction of the prosodic structures in gahsegmental information
and ToBI marks. The methodology has been applied by exptp#iNatural Language
Generator (NLG) system. The trained models have been ksiflgiclassification via
regression trees and the results strongly indicate thestieatffect on the generated
prosody. The evaluation of this approach has been made byparomy the models
produced by the enriched documents to those produced by t#at of the same
domain. The results show an improved accuracy of up to 23%.

1 Introduction

One of the most important tasks in Text-to-Speech (TtS)®gis is the prediction of
the prosodic structure of the utterance prior to prosodyleeng. For example, phrase
break prediction is fundamental for FO contour generaturation models and pause
insertions|[l]. We define the prosodic structure as a setatéifes related to the position and
the type of (a) prosodic phrase breaks, (b) pitch accentphfase accents and (d) boundary
tones. The rule-driven approaches for their predictiohtéacapture the richness of human
speech, are generally difficult to write, to adapt to new dosand new set of features, and
usually provide the prosody generation module with pooutnf®n the other hand, machine
learning planning can yield more reasonable results peaviiat the size of the sample data
increases along with the size of the selected features aidvdriability.

Prosody construction is a complex process that involveartiadysis of several linguistic
phenomena, which is usually prone to errors. For instarex;qf-speech (POS) identifica-
tion fails in 5% of the cases for Greek using statistical &agd2], while syntax and metric
trees are hard to construct. The generation of tones andgiogshrasing from high level lin-
guistic input produces better prosody than plain texts fidd@&mer works show that certain
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relations can affect pitch assignment and placement, ssidisaourse structurkl[4], already
given or new informatior15] and contraki [6].

However, enriched information like focus prominence aretatical relations is difficult
to be extracted from plain texts. Concept-to-Speech (Gt8gms (i.e. an NLG coupled with
a TtS [1]) can provide linguistic information which can beedsn prosody modelin@[8.15].

In order to study the effects of the introduction of lingidsineta-information in doc-
uments, we compare prosodic models made by linguisticaldy po enriched information.
Due to the lack of a sophisticated appropriate linguistialyzer, we have used a Natural
Language Generation (NLG) system that can generate temtdtated with high level error-
free linguistic factors in contrast to plain texi$ [9]. As Nlsystems deal with written text and
fail to represent spoken language, we have extended an XMkupacheme (SOLE10])
to provide more evidence of stress and intonational focisnmation in documents. Using
this meta-information, we built 3 CART mode[s]11] for pro$o phrase breaks, pitch ac-
cents and endtones using a linguistically enriched anedtatice corpus. The results show
improved classification of the selected features in the o&gke annotated documents, as
presented at the end of this paper.

2 Towardsintonational focus prominence

One of the many factors that affect speech prosodptational focus prominence. This
is a property that is well hidden in language and manifestdfiin utterances. Strong leads
towards identification of the intonational focus (phonatadj stress) points in each phrase
can be revealed by analyzing the linguistic information][18tonational focus points are
prosodic instances where (mainly) the pitch is used to detia center of meaning for a
phrase. However the above information, although valuableot enough for all occasions.
Part-of-speech and phrase type information alone canm@yal infer certain intonational
focus points since those are not only affected by syntaxIbotlay semantics and pragmatic
factors|[13]. So, even for the limited number of sentenagcstires generated for this domain
several more useful features exist inside the language g stages that can be of value
to the speech synthesis.

It is affected by specific linguistic information factordpme or in combination, such as
syntax, rhetorical relations, discourse structure, @sttralready given or new information,
and more. These properties require sophisticated lirgusalysis during TtS synthesis in
order to be extracted. This information is not straightfarslty present in plain texts since
the written form is stripped from it. However, NLG system® ¢generate it and provide it to
the TtS in the form of annotated text.

In this work, useful information in the form of specific praties for lexical items is
utilized to aid intonational focus (Fifl 1).

By examining the above properties the chances of having#ttonal focus in a syllable
within a particular phrase is computed. Focus prominenassigned to lexical items that are
parts of Noun Phrases (NPs) in varying degrees as shown below

Strong focus prominence: newness=new AND validation=gzhss
Normal focus prominence: newness=old AND validation=pédss

Weak focus prominence: newness=new AND validation=failed
No focus prominence: newness=old AND validation=failed
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Fig. 1. Noun-phrase focus prominence elements

In our case, an implementation of the ILEXX[14] NLG has beezdu3he SOLE markup
output of the NLG provides enumerated word lists and syittdte structures to the TtS
(DEMOSTHeNES)I[1B]. As shown in Figuf@ 2, on the syntactietrerror-free information
exists at the phrase level about the phrase type (sentemae phrase, prepositional phrase,
relative clause, etc) as well as at word level about the glaspeech (determiner, noun, verb,
preposition, etc.). The annotated text of the chosen dofmaiseum exhibitd [20]) contains
sentences of a fairly straightforward (SVO) structure. lder, enough variation is provided
in the domain for the range of phrase types and lexical categmentioned above to occur
in sentences. The particular generator can produce suahedemeta-information.Since the
SOLE specification was not speech aware, it was extendedlar to accommodate those
elements that were used towards identification {ID} and daiiion {\VAL} of intonational
focus. These properties are attached to NPs:

{ID} New or already given information: newness [new/old]

{VAL} Whether NP is second argument to the verb: arg2 [tratsé]

{VAL} Whether there is deixis: genitive-deixis, accusatideixis [true/false]

{VAL} Whether there is a proper noun in the noun phrase: prag®up [true/false]

3 Thecorpussetup

The FULL corpus was constituted of 516 utterances (5380 words antl418glables) of
descriptions of museum exhibits. However, the 48.03% ofabels was delivered without
any linguistic information from the NLG component. Theserevenarked as “canned”
phrases (2719 words and 6700 syllables) and constitute@ANNED corpus subset. We
also filtered out a pur&NRICHED subset of 192 enriched utterances (1534 words and
3794 syllables). A comparison of the aforementioned séimiis to show the improvements
achieved in th&NRICHED subset case.

The text corpus was first interpreted by the Heterogeneolai®e Graph (HRG)[[17]
component of the TtS and then it was exported in a properlyalized and readable RTF
format (Fig[B). A professional speaker captured the spekgnessions of a museum guided
tour, and, by following the annotation directions, rendetke different levels of focus
according to the properties attached to lexical items plediby the NLG. The produced
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<utterance>
<relation name="Word” structure-type="list":>
<wordlist>

<w 1ld="wTTrnou</w>

<w 1d="wl8"rdnpuLoupyhROnke</w>
<w ld="wOTrRaTaS W

<w 1d="wl0">Tn</w

<w 1d="wll">dL&pre o</ w>

<w 1d="wlZ">Tnc</w>

<w 1d="wl3"rupyuliEhC</ W

LI L

<w 1d="wld" punct=".">ncpLddou</w>

< /wordlists
</relation>

<elem phrase-type="3">

<elem lex-cat="PRP" href="words.zml#id (w7)"/>

<elem lex-cat="V" href="words.xml#id{w8)7 />

<elem phrase-type="FP">

<elem lex-cat="IN" href="words.xml#id(w9)..id{wll)"/>
<elem phrase-type="NP" newness="new"” argZ2="true” proper-group="true”
genitive-deixig="true":>

<elem lex-cat="DT" href="words.xml#id(wl2)"/>

<elem lex-cat="N" href="words.zxml#id(wl3)..id(wld)"/>
< /elem>

</elem>

</elem>

</relation>
</utterance>

Fig.2. A SOLE-ML example

voice corpus was further automatically segmented and handtated using the GR-ToBI
marks [18] providing description of tonal events. As thefrency of some marks is low in the
corpus, we grouped them, while they can be useful when maeeislavailable. Thus, pitch
accents are represented by 5 binary features (Tdble 1) aitdress (ToBI phrase accents
and boundary tones grouped together since GR-ToBI doedloatthem to co-occur) by 4
features (TablEl2). Break indices mark boundaries (0 tod)ate represented by a subjective
notion of disjunction between words. The additional tonvalrgs - Sandhi (s), mismatch (m),
pause (p), and uncertainty (?) - diacritics were elimingTedble[3).

Table 1. Accent groups (pitch accents) in the ENRICHED subset.

Accent L* H* L*+H | L+H* | H*+L Total
#occurrences | 48 138 321 285 263 1055
Occurrence$o | 4.55| 13.08 | 30.43 | 27.01 | 24.93 | 100.00
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Avto to[EKlgpo] sivon &vog[Kovpog, mov dmuovpynOnke kutd T SdpKeld g
[Epyeine wepiodoy. Xpovohoyeiz [mepimov _oto 530 aX] Znuepe cwtdg o
[kovpog| Ppicketar oto[EBviké Apyraroioyiké Moveeio tng Adfqvic)

| new E | old E Focus new E | old
............... . Prominence
satisfied g-oceeeeeeofe- validation -~ i failed

Fig. 3. RTF format document sample (This exhibit is a kouros, ceediging the archaic
period. It dates from circa 530 B.C. Currently this kouroishe National Archaeological
Museum of Athens.)

Table 2. Endtone groups (phrase accents, boundary tones) in theE&EHERD subset.

Endtone L- H- L-L% | H-H% | Total
# occurrences 114 160 2 285
Occurrence$o | 3.16 | 40.00 | 56.14 | 0.70 | 100.00

©

4 Building the models

For the prediction of the GRToBI marks we used the wadorl [1®gmam to build
classification trees. The features selected for the trgimiere: part of speech, number
of stressed/unstressed syllables/words since last magakband until next major break,
stress, punctuation, phrasing informati&@NRICHED), phrase typeENRICHED) and focus
(ENRICHED). The focus feature is computed from the “newness”, “arddgixis” and
“proper noun” features (Fig. 1). A window of 5 items (curreBtbefore and 2 after) has
been used in all cases, leading to a set of 30 attributes éakisr 35 for accents and 40 for
endtones. In th€ANNED subset only POS was used as part of the linguistic analybes. T
tables below show the classification matrix for each modielguthe 10-fold cross validation
method.

Table 7 illustrates the significant enhancements in theetation between the observed
and the train data in the case of tBRICHED subset. Th&€€ANNED subset can be seen as
untagged, plain text. ThEULL set is a mix of tagged and untagged information, while the
ENRICHED subset contains enriched meta-information about the text.

Table 3. Occurrences of break indices in the ENRICHED subset.

Break 0 1 2 3 Total
# occurrences| 468 730 144 192 1534
Occurences % 30.50 | 47.59 | 9.39 | 12.52 | 100.00
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Table 4. Confusion matrix and accuracy by class for the phrase bremleh{cor. 89.12%).

Break 0 1 2 3 Precision| Recall
0 420 | 46 2 0 0.857 0.897
1 68 | 644 | 18 0 0.893 0.882
2 2 29 | 113| O 0.85 0.785
3 0 1 0 191 1 0.995

Table 5. Confusion matrix and accuracy by class for the pitch accerteh(cor. 85.56%).

Accent | NONE | L+H* | L*+H | H*+L | H* | L* | Precision| Recall
NONE | 2626 27 33 43 7 3 0.919 0.959
L+H* 58 149 47 16 15| 0 0.696 0.523
L*+H 68 14 221 4 13| 1 0.644 0.688
H*+L 42 9 4 203 3 2 0.712 0.772
H* 41 12 28 9 47 1 0.534 0.341
L* 22 3 10 10 3 0 0 0

The example below exploits the produced models and illtegrthe well placed pitch
accents, their realistic variation and the natural soumndiice of break index 0 in the second
phrase (i vdpia” — a hydria) and in the third phrase futa tn Staprxeia” — during
the). The latter leads to the correct placement of the intonatitocus to the nounsS$pia”
and “Sia pree”. The words are enclosed in brackets in the form of [syl1 s§gh-accent
... SYIN]<preak_index /<e€ndtone-

“Avtd 10 ékbepa elval wia vdpia TOUV SNUIOVPYNONKE KATA TN SLAPKELX
¢ kAaooikng meptdSov” (Thisexhibitisahydria, created during the classical period.)
[a fto-+H*]4 [to]o [e"*+L kTe map /H-

[iL*tH nel [mit*tH a]y [i DriH*tL a], 1H-

[pulo[Di mi u rji “*+H Ti ce]; [ka ta] [ti] o [Dja™* rci aly [tis]o [kla si cist*H]1 [pe i
oH*+L Duls /L-L%

Table 6. Confusion matrix and accuracy by class for the endtone m@del 99.10%).

Endtone | NONE | L-L% | H-H% | H- | L- | Precision| Recall
NONE 3487 14 0 8 0 0.999 0.994
L-L% 4 156 0 0 0 0.907 0.975
H-H% 0 2 0 0 0 0 0

H- 1 0 0 113| 0 0.897 0.991
L- 0 0 0 5 4 1 0.444
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Table 7. Correlation of observed and test data in the three sets afttmus.

Set — CANNED | FULL | ENRICHED
Breaks 66.01% | 72.69% 89.12%
Accents 71.67% | 76.45% 85.56%
Endtones | 97.59% | 97.93% 99.10%
# syllables 6700 13214 3794

5 Discussion and conclusions

Carefully selected and properly structured linguistic anieformation has been used to im-
prove the prediction of phrases and intonational event®xended SOLE-ML specification
has been formulated to accommodate the required factdarsahamply focus prominence.
Thus, using an NLG system we provided the speech synthegiteevidence of stress and
intonational focus. The improvement in the delivery of magin cases where linguistically
enriched information was available was shown. However,GART predictors have been
only slightly (1-2%) improved by the introduction of feaggrthat were expected to have a
strong influence on focus identification. The main reasongwag the restricted nature of
the syntactic structure of the specific domain, which comigly these features by the com-
bination of other linguistic factors (such as POS, syllatistances and break indices), and b)
the limited capabilities of the NLG component to provide Th& with more speech oriented
information. In overall, we have achieved a moderate diaasion concerning the pitch ac-
cents, as the high score is mainly caused by the well clad$ifi@NE accents. On the other
hand, this illustrates a good accented/unaccented ctag#ifi. Also, prosodic phrase breaks
and endtones are very well classified, as shown by the 10zfokk validation. The applica-
tion of the trained models to a linguistically enriched rieséd domain of museum exhibits
in the Greek language resulted in a highly accurate predict realistic prosodic structures.
This accuracy amounts to 23% compared to non-enriched easd®wn in Tablgl 7.
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