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Abstract. This paper deals with the software infrastructure designed and
developed to support the construction and validation of the Greek wordnet,
which is currently being developed in the framework of the BalkaNet project.
We describe the language resources and the tools which aim at the extraction
and validation of linguistic information for wordnet development and valida-
tion. In particular, we focus on the usage of machine readable dictionaries
(MRD) and corpora while taking into account the particularities of the Greek
language, which play a crucial role in the aforementioned tasks. Furthermore,
we emphasize on how the technical infrastructure facilitated the development
of the Greek wordnet and we give an account of the methodological principles
adopted to that end. Finally, we present the current status of the Greek word-
net in terms of statistical data concerning both vocabulary coverage and links
representation.

1. Introduction

The software infrastructure needed in view of building the Greek wordnet was
developed during two consecutive projects. The DiaLexico project [7] which aimed at



the construction of a lexical database with semantic relations for the Greek language
and the BalkaNet project [17], which aims at the development of a multilingual lex-
ical database with semantic relations for each of the following languages: Bulgarian,
Czech, Greek, Romanian, Serbian and Turkish. The deployment of computational
tools has been proved to be of major importance in the course of the aforementioned
projects. The tools and resources used for the development of the monolingual Greek
wordnet had to take into account the particularities of the Greek language, which is
considered as a lesser-studied one.

In this paper we give an overall account of this infrastructure and we distinguish
between:

a) The use of MRD and the corresponding tools aiming at the extraction of the
necessary linguistic information for the construction of the Greek wordnet and,

b) The usage of corpora and their processing tools employed towards the valida-
tion of wordnets (in both monolingual and multilingual perspectives), focusing
on the description of a lemmatizer [9], which has been used as the backbone
infrastructure for a number of peripheral tools.

Furthermore, we discuss the exploitation of the Greek version of Orwell’s 1984
novel [10] for both the construction and validation of the Greek wordnet. Finally, we
provide some statistical figures concerning the current status of the Greek wordnet.

2. Computational Tools Based on Machine-Readable
Dictionaries

Like for all other wordnets in BalkaNet, the development of the Greek wordnet
started-off with a set of concepts, common across all involved languages. The moti-
vation behind relying on a common concept set is argued in the BalkaNet Overview
paper [19] (this volume), and essentially serves conceptual overlap and compatibility
issues. To that end three subsets of common terms, namely the BalkaNet Concept Set
(BCS) subsets I, IT and III, represented the core set of concepts to be encoded within
the Greek wordnet. Selection criteria of the base concept set are again accounted for
in the BalkaNet Overview paper, and are summarized as follows:

e 1 310 Subset I of EuroWordNet’s (EWN) [20] base concepts, formed also Balka-
Net BCS subset 1.

e 3 690 most frequently occurring terms, common across all participating lan-
guages formed BCS subset II.

e BCS subset IIT emerged from EWN synsets common in at least five EWN word-
nets, in an attempt to avoid “gaps” within BalkaNet wordnets.

Besides these common sets of terms, Greek wordnet encoded additional concepts
following a merge development approach based on MRDs and corpora for Greek.
These additional concepts aim at ensuring vocabulary completeness for the Greek
wordnet.



In the subsequent sections, the methodology followed towards processing lexical re-
sources for wordnet development, along with the technical infrastructure implemented
towards this task are described.

Sofware Tools for Extracting Lexical Information from Dictionaries

For terminology acquisition, we processed available explanatory MRDs for Greek,
the most prominent of which were:

e The explanatory dictionary of the Patakis Publishing Co. consisting of 82 021
lemmata with 67 944 definitions in a Microsoft Access 2000 format

e The “Triantafyllidis” lexicon of the Center of the Greek language consisting of
50 506 lemmata with 98 103 definitions also in a Microsoft Access 2000 format.

The software tools which were initially developed for the extraction and processing
of lexical information from both lexical resources are the following;:

— The ‘extraction of POS-related information’ tool: This tool extracts the defi-
nitions associated to each lemma — along with the lemma itself — either for a
given part of speech (POS) or for all POS existing in the lexicon. In addi-
tion, it extracts the lemmata from the lexicon either grouped by their POS or
altogether.

— The ‘extraction of linked lemmata and lemmata acting as compounds ’ tool: The
electronic lexicon follows the convention that lemmata that are the feminine
form of a masculine noun (e.g. adeAgn [sister] — adeAdds [brother]) or consti-
tute the alternative form of another lemma (e.g. aiTémovo versus aerdémrovio
[eaglet]) are “linked” together. This tool extracts all the linked lemmata from
the lexicon and also has the capability of extracting only the linked lemmata of
feminine-masculine type. Similarly, this tool extracts the lemmata that can act
as compounds, with or without their corresponding senses.

— The ‘synonyms and antonyms extraction’ tool: This tool extracts the synonyms
and antonyms associated to each lemma. In the lexicon synonyms and antonyms
are preceded by the indices syn and ant respectively.

— The ‘search for semantic relations’ tool: This tool can be used for the trac-
ing of semantic relations such as ‘role-involved’, antonymic relations, ‘part-of”
etc. The user can search the lexicon’s lemmata for certain prefixes, suffixes or
morphemes in order to investigate semantic relations, for instance, acquiring
an insight as to whether certain negative prefixes such as a- (‘un-’) express the
relation of antonymy. There is also the choice for the user to search in the defini-
tions of lemmata for specific expressions such as "x is a part of y" or "x is
a kind of y" [2]. The tool can be used also for seeking a word or a morpheme
(defined by the user), in any possible form, in the definitions of lemmata. The
output contains the lemmata which contain the input word/morpheme in their
definitions. The underlying assumption is that if a lemma is identified in the



definition field of another lemma, there is a possibility that a semantic relation
holds between the two lemmata. Additionally, the user can look for semantic
relations, based on the morphology of lemmata. The tool receives two different
endings and looks for paired lemmata, which have the same or approximately
the same stem and different endings. The aim of the tool is to look for possible
relations such as ‘role-involved’ (type noun-verb indicated by endings “-tn¢”
and “-w” ), etc. in the lemmata included in the lexicon.

The contribution of the aforementioned tools in the construction of the Greek
wordnet was two-fold: they assisted (i) the lexical selection process and (ii) the
tracing of lexico-semantic relations between sysnets. When it comes to semantic
relations encoded in Greek wordnet, the following apply:

e Lexico-semantic relations for those Greek synsets that are also represented
within EWN, were inherited from EWN and subsequently validated using the
aforementioned computational tools.

e Semantic relations holding between Greek synsets, not existing in EWN, were
added to the Greek wordnet. Some instances of such links are: ‘similar to’,
‘deriving from’, ‘also see’; links that emerged after processing the definitions in
the available e-dictionaries.

Since most of the semantic relations represented within BalkaNet have come from
EWN and Princeton WordNet (PWN)[5] it comes naturally that the types of links
encoded within all wordnets, including Greek, are similar. However, due to some tech-
nical inhibitions as well as due to the fact that cross-POS relations are enabled within
Balkan wordnets, some of the PWN'’s relations were not used, e.g the troponymy or
entailment relations holding between verbs. For these instances, their counterparts
applying to nouns (i.e., hyponymy) were used.

3. Computational Tools Using Text Corpora

In this section we give a description of the computational tools, which are based
on the usage of large text corpora used for the development and validation of the
Greek wordnet. We especially focus on a lemmatizer for the Greek language, which
is the basis for a number of other tools.

3.1. Aspects of Greek Inflectional Morphology

Since Greek is a lesser-studied language without the wealth of lexical resources
existing for other languages, during the development of tools for building the Greek
wordnet, we had to take into account the particularities that the Greek language
exhibits. In this section, we give a brief presentation of the morphology and inflection
of the Greek language, a description that is necessary for understanding the rest of the
paper. For a more detailed description of the characteristics of the Greek language
the reader can refer to a grammar of the Modern Greek language such as [11].

The Greek alphabet consist of 24 letters, 17 consonants (3, v, J, ¢, 0, k, A, p,
v, & m, p, 0, T, ¢, X, ¥) and 7 vowels which may appear either unstressed (a, &,



7, t, 0, U, w) or stressed (&, &, A, i, 6, U, ). Each word of two or more syllables
has a stressed syllable that is pronounced the loudest, and in written script it is
denoted by a stress mark (’) over the nuclear vowel of the syllable. Each word may
carry only one stress mark and according to a phonological rule the stress may fall
only upon the ultimate, penultimate or antepenultimate syllable. Word stress in
Greek is distinguishing (e.g. vépos (‘nomos — law) is different from vouds (no’mos —
administrative region). Furthermore, word stress is moving i.e. the stress may change
its position within the inflectional paradigm of the same word. For example, the word
Oé aooa ("falasa — sea) in the genitive plural case becomes alacodr (fala’son —
of the seas).

Articles, nouns, adjectives, pronouns, verbs and participles are declinable. Nouns
decline for number (singular, plural) and case (nominative, genitive, accusative, voca-
tive), adjective decline for number, case, gender (male, female and neuter) and degree,
while verbs conjugate for voice (active, passive), mood (indicative, subjunctive, im-
perative), tense (past, non-past), aspect (imperfective, perfective, perfect), number
(singular, plural) and person (1%, 274, 374) leading up to almost sixty different forms
for each verb. From the above, it is easy to see that Greek is highly inflected and
having to deal with each inflectional type of a word separately, would be an unnec-
essary burden to a linguist developing the Greek wordnet, since the citation form of
each word is all that is required. Therefore, we have developed a lemmatizer for the
Greek language, which can provide the citation form of inflected Greek words.

3.2. A Lemmatizer for the Greek Language

When given as input a word in Greek, the function of the lemmatizer is to analyze
the word and to find its dictionary citation form. Up to now, lemmatizers have been
developed for the Greek language, mainly as tools to support specific applications,
or as components of complex systems that support full morphological processing and
require a large number of lexical resources. Examples of such systems are [12] and
[16] which utilize the two-level morphology model, [15] which uses a morpheme based
lexicon, grammatical rules and a finite-state automaton and [14] where a lazy tagging
method with functional decomposition is implemented.

In our approach the lemmatizer was designed so as to be useful for a number of
different tools, to require as few lexical resources as possible and to be computationally
efficient. The lemmatizer can deal with the inflection of nouns, adjectives and verbs
that do not alter their stem (which includes all derived verbs and verbs of the 27¢
conjugation [11]) and can also deal with cases of irregular inflection. Furthermore it
can handle stress movement. In order to achieve these, the lemmatizer maintains an
amount of lexical information, which is kept in three separate lists: a list of words, a
list of inflectional information and a list of irregular forms.

e List of words: A wordlist containing the citation form of all the words in the
Greek dictionary. The list we used was based on the Triantafyllidis lexicon,
enriched with some automatically generated derived forms (such as diminutives).
It contains 29 782 nouns, 7 839 verbs, 12 512 adjectives and 2 067 other words.



e List of inflectional information: A list containing information about how words
are inflected in Greek. Each entry in the list is of the form [inflected_ending,
citation_ending1, stress-movementl, citation_ending2, stress-movement2,... ci-
tation_endingN, stress-movementN] where each stress-movement is a possible
ending of the citation form of an inflected word ending in inflected_ending. Each
stress_movement is a number that defines how the stress of the word moves
when going from the inflected form to the citation form. Each stress_movement
takes values between —2 and 2 that represent the following, depending on stress
movement to the left or to the right.

o List of irreqular forms: A list of pairs in the form [irregular_inflected_form,
citation_form/, one pair for each irregular inflected form in the language. e.g.
[eida, BAémw] where eida (‘ida) is an irregular form (past tense, 1% singular,
indicative, active voice) of the verb SAérw (*vlepo) (see).

The algorithm for lemmatizing the input word is as follows:

1. Search for the input word in the wordlist
If it is found
Return the word and exit.
else
Go to step 2
2. Search for the input word in the list of irregular words
If a pair [inflected_form, citation_form| is found
Return citation_form and exit.
else
Go to step 3
3. Search in the list of inflectional endings for the ending of
the input word. Find the longest possible ending that matches
the word.
If a list [inflected_ending, citation_endingl, ... ] is found
Go to step 4
else
The input word could not be lemmatized so return the
input word and exit.
4. For each citation_ending in [citation_endingl, citation_ending?2...] do
Remove inflected_ending from the input word
Append citation_ending to the word
Make the appropriate adjustment to the position of the stress
mark on the word.
Search for the new word in the wordlist.
If it is found
Return the word and exit.
else
Continue with the next citation_ending
5. If no word was found in step 4



The input word could not be lemmatized so return the
input word and exit.

3.3. Computational Tools Interacting with the Lemmatizer

The lemmatizer has been used for three different tools whose purpose is to support
the linguistic team in the development of the Greek wordnet. These tools are: A tool
that counts the frequency of lemmatized word forms in text corpora, a tool that, given
a Greek word, finds the English translation of that word and a POS tagger used for
corpus annotation.

The corpus we used for the development of the tools and for the extraction of
linguistic information was the E.C.I. (European Corpus Initiative) Corpus. This
corpus is a joint project of the Universities of Edinburgh and Geneva on behalf of the
A.C.L. The Greek part of the E.C.I. has more than 2 million word-tokens, and contains
approximately 89 000 word forms. These words are produced by 33 000 different
lexemes, through the morphological process of inflection. The Greek part of the E.C.1I.
is composed of 48 files, arranged according to their subject in 11 categories. These
subject categories are sports, economics, education, medicine, philosophy, astrology,
law, literature, politics & sociology, science and technology. It is also organized in
lists that contain the words and their individual frequencies of appearance in the text.

3.8.1. Lemmatized Word-frequency Counter

Word frequency calculation was useful in for selecting the concepts to be included
in BCS subset II of the Greek wordnet. The computational tool that was developed
is a tool that counts the occurrences of words in corpora, in all their inflected forms.
Given a number of texts in Greek the tool creates a list giving the frequency of total
occurrences of each word in the texts, regardless of the inflection type in which this
word appears.

In Table 1 we present an example of the results given by the word-frequency
counter considering the appearances of the word dr@pwmos ("anfropos — man) in the
E.C.I. corpus. The frequency of each inflectional type is given separately, and in the
bottom row the total occurrences of the word are given.

Table 1. The count for the various inflected forms of the word “&vépwmos”

’ Inflectional type \ ‘Word Frequency
Nominative Singular Grlpwmos 749
Genitive Singular avlpimov 474
Accusative Singular avlpwro 419
Vocative Singular avlpwre 1
Nominative Plural avbpwmor 430
Genitive Plural avfpimwy 163
Accusative Plural avlpimous 219

Total Occurrences \ 2 455




3.8.2. Translator of Words from Greek to English

As has already been mentioned, a portion of the common set of concepts (i.e., BCS
subset I) that has been encoded within individual Balkan wordnets, has been adopted
from the EWN. Having determined the starting repository of concepts, it was apparent
that the expand model should be followed for wordnets’ development, meaning that
the EWN selected concepts had to be translated to each respective language. To
automate translation tasks and minimize the time and human effort overhead, we
employed several available bilingual (English-to-Greek) MRDs and develop tools that
would support this translation process. Such a tool is the translator of Greek words
to English.

Given a Greek word, the function this tool is to find the English translation of that
word. The lemmatizer is a necessary component of this tool because Greek is a highly
inflected language and different inflected forms of the same word may correspond to
only one word form in another language with a limited inflectional system, such as
English. Given a word as input, this tool initially interacts with the lemmatizer in
order to find the citation form of this word. Then the English translation of that
word is found by looking up that word in a bilingual Greek to English dictionary.

In the framework of wordnet development, the translation is used to find the corre-
spondence of words appearing in Greek corpora to PWN 2.0 synsets and consequently
to their BalkaNet Inter-Lingual-Index (BILI) numbers. This is possible since BILI,
for the most part, follows the PWN 2.0 synsets. The contribution of the BILI in
the content and structure of the Balkan wordnets is discussed in greater depth in the
BalkaNet Overview paper (this volume). Since within PWN the literals of the synsets
are in English, translating a Greek word to English will easily allow one to find the
corresponding ILI numbers of that word.

3.3.3. Part of Speech Tagger

Given the lemmatizer and some information about the POS of words extracted
from a dictionary of the Greek language, it was easy to extend the lemmatizer into
a POS tagger for Greek texts. The wordlist was extended with POS information for
each word, i.e. each entry in the list took the form [word, part-of-speechl, part-of-
speech?, ...] allowing for each word to belong to multiple POS. Therefore, once the
lemmatization of a word into its citation form has been performed, we can assign a
POS to the input word.

The extraction of the POS of each word was performed using the Triantafyllidis
MRD of the Greek language as input and the tools developed by Galiotou et al. [7]
for the extraction of linguistic information from the definitions of MRDs. This POS
tagger is used for annotation of a Greek language corpus that is to be used as a
resource for the validation of the Greek wordnet in the framework of the BalkaNet
project. Further details on the corpus used, i.e. Orwell’s 1984 novel corpus are given
in the next section.



3.4. Computational Tool for Concordance and Collocation Extraction

The term collocation refers to a sequence of two or more consecutive words, which
often appear together in language and act as a common syntactic and semantic unit.
Collocations are important in linguistic research, since their usage has established such
an affinity that fluent speakers automatically associate them together. In collocations
it is common that the word cluster may carry a meaning more specific or with a
different nuance than could be anticipated from defining the words separately. The
concordances of a word are a comprehensive index of its appearances in a corpus along
with the context in which this word occurs. It is common that collocations appear in
PWN synsets (e.g. vacuum cleaner or talk show), therefore in the context of wordnet
development it is important to be able to locate collocations in corpora and see how
common their usage is in the language so as to decide whether to include them in
wordNet or not.

We have developed a tool for finding and extracting word concordances and col-
locations from text corpora (in our case the E.C.I. corpus was used). This tool as
its input, is given a number of text files that form the corpus it will work on and a
specific word, which is the target word. The tool can produces the following linguistic
information regarding that corpus:

a) A list of all the concordances of the target word that appear in the text. It is
possible to specify how many words to the left and to the right of the target
word we want to have displayed in the concordance lines.

b) A list of the collocates of the target word sorted either alphabetically or by
frequency.

4. Building a Corpus for the Validation of the Greek
Wordnet

The methodology followed towards developing the Greek wordnet was common
across all BalkaNet wordnets. Having decided on the common set of concepts to be
represented within Greek wordnet, we followed a dual implementation approach. At
the beginning we translated selected terms corresponding to PWN sysnets to Greek
and we automatically imported the PWN structure, whereas later on we started devel-
oping our own synsets, paying attention so that they are linked to their corresponding
sysnets in PWN. Therefore, the next step following development of the core Greek
wordnet was its validation, so as to reassure the delivery of a qualitative wordnet.
To that end a common methodology has again been defined for all Balkan wordnet
developers. The adopted validation approach essentially implied the extensive usage
of a multilingual aligned corpus for verifying the gloss completeness, the compatibility
and the consistency of wordnets.

The lexical information extracted from corpora is used in the process of building
and validation of the individual wordnets. In order to perform these validation tasks
an aligned, annotated and lemmatized version of the Greek text of George Orwell’s



1984 novel was developed. This corpus was used for producing coverage statistics for
the Greek wordnet. Moreover the text, when aligned and incorporated in a multilin-
gual parallel corpus, is used for the multilingual validation of the Balkan wordnets.
Such a parallel corpus of the 198/ text has already been developed for all the partic-
ipating languages in BalkaNet, except Greek and Turkish, during the Multext-East
project [4].

4.1. Aligning, Annotating and Lemmatizing the Greek 1984 Corpus

Making the Greek text of 1984 appropriate for incorporation in the multilingual
corpus and therefore for wordnet’s validation, initially involved the scanning of the
hardcopy version of the book and the use of an Optical Character Recognition (OCR)
program in order to obtain the text in machine readable form. Afterwards, it was
necessary to align the text to the rest of the texts in the multilingual corpus. The
final step was to annotate with morpho-lexical information and to find the citation
form (lemma) of each word in the corpus.

Since English was used as a hub language we decided to align the Greek text to the
English one. In this way, we were simultaneously aligning it to all the other languages.
The alignment task was not trivial, since it was often the case that: () An English
sentence had been translated into two Greek sentences or (7i) an English sentence had
been left out of the Greek translation or (74) a sentence of the original text was not
present in the aligned corpus of the Multext-East project. This case was very common
since the multilingual corpus is the set of sentences that are common to all languages.
Therefore if a sentence is not present in even one of the languages it will not appear
in the final multilingual corpus. Specifically, of the 6 737 sentences in the original
English text only 5 466 sentences were present in the aligned multilingual version we
were working with, meaning that almost 18% of the original text was missing.

Various methods for the problem of sentence alignment based mainly on machine
learning have been proposed in the bibliography, for example in the works of Kay &
Roescheisen [8] and Gale & Church [6]. The alignment between Greek and English
sentences has also been examined in the work of Boutsis & Piperidis [1]. In the case of
the 1984 corpus certain characteristics of the text made some of these methods hard
to use. For example we had no previously annotated parallel corpus for training and
in the English text there were no paragraph or section markers or anything else except
line breaks that could be used as a delimiter. Additionally, as we mentioned before
a very large part of the English text was missing making manual post-processing of
the text unavoidable to a large extend.

Due to all these problems we finally opted for a more simplistic approach, which,
nevertheless, would be much faster to implement. Our approach was based on a tool
we have developed and that works semi-automatically. It performs an initial align-
ment of the text and then it offers an interface to the human editor who will correct
the alignment. The initial alignment works by scanning the text for punctuation
marks such as: “.” “” “” and “!”, and considers these as sentence separators. Some
heuristics are used in order to find the cases when these symbols don’t correspond to
the end of sentence. For example, when the symbol “.” appears after the symbols “x”



or “ka” (“Mr” or “Mrs”) or after a single capital letter, the program assumes that
this symbol is used to show abbreviation and it is not a sentence final full stop. After
the first step an initial alignment of the text is achieved, but it still requires human
editing, especially due to the aforementioned problems. The interface offered for this
editing appears in Figure 1. The number of the sentence, the sentence in English and
the sentence in Greek appear side by side. It is possible for the user to delete a sen-
tence, to split a sentence into two sentences or to join two sentences together. Once
any of those actions has been performed the numbering of the sentences is refreshed
so as to reflect the new alignment between the two texts.

¢z Align [_[o]x]
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Fig. 1. The sentence alignment tool.
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After the Greek text had been aligned to the multilingual text, it was necessary
to annotate the words in the text with their grammatical attributes and to lemmatize
them i.e. find the citation form for each word. Even though POS taggers have been
proposed for the Greek language in papers such as [3] and [13], these methods are
mainly based on machine learning and require an annotated training corpus in order
to work, a requirement which in our case was not available. Our approach was to use
a lemmatizer for the Greek language whose function is, when given as input a word
in Greek, to analyze the word and to find its dictionary citation form. A description
of the lemmatizer is given in section 3.



4.2. Greek Corpus Characteristics

The annotated text follows the specification given in the Multext-East project. In
Table 2 we give the attributes for each part of speech used in the Greek corpus along
with the number of words that belong to that POS in the corpus. A sample sentence
from the corpus, as it has been annotated for Greek, appears in Figure 2.

Table 2. Parts of speech with their attributes
and their frequency in the 1984 corpus

POS Attributes Appearances
Noun Type 17 047

Gender

Number
Verb Mood 14 985

Tense

Person

Number

Voice

Aspect
Adjective Degree 6 394

Gender

Number
Pronoun Type 7 542
Article Type 11 329
Adposition Type 6 298
Conjunction Type 5123
Numeral Type 1041
Particle Type 4 926
Interjection - 9
Abbreviation — 21

(tu id="022.3751")

(seg lang="gr")(s)

(w lemma="akodw”

ana="V-is3s-p——e€”) AroVoTnkre(/w)

(w lemma="7d&A\” ana="R-p”)wdAc(/w)

(w lemma="¢vas” ana="Ti")évas(/w)

(w lemma="nrd&7ayos” ana="Ncms”)rdTayos(/w)
(0)-(/e) (/3 {/se)

{/tu)

Fig. 2. Sample sentence of the Greek 198/ corpus.

4.3. Utilizing the Corpus towards Wordnet Validation

Having successfully developed, aligned and processed the Greek part of the cor-
pus, it was used for the validation of the Greek wordnet. Validation was essentially



two-fold, including the monolingual validation i.e. testing the quality of each individ-
ual wordnet, and the multilingual validation i.e. testing the consistency of relations
holding among words across the various Balkan wordnets. Monolingual validation is
performed by producing coverage statistics of the corpus by the wordnet itself. To
perform that, we find all the lemmata of the corpus and the we check how many of
them are also found in Greek wordnet. In this way we can locate words missing from
the wordnet and enrich it.

The idea behind the multilingual validation is to use the parallel corpora in order
to find the relations among words in the various languages. By using tools that can
automatically construct translation lexicons from annotated parallel corpora [18] it
is possible to create bilingual wordlists for each of the pairs of languages. Once such
wordlists are available they will be used for the multilingual validation of BalkaNet
by seeing if the relations between words that appear on these multilingual wordlists
agree with the relations between the same words in the wordnets of the two languages.

5. Current Status of Greek Wordnet

The tools described so far have been designed and implemented in such a way so
as to support the development and the validation of the Greek wordnet. In this sec-
tion we outline the main methodological approaches followed while developing Greek
wordnet and we provide some statistical data concerning its vocabulary coverage and
the representation of its relations.

Greek wordnet, being a part of the BalkaNet conceptual warehouse, has been im-
plemented having the same methodological considerations as the rest of the Balkan
wordnets. These concern the representation of a common set of concepts across all
languages, i.e., BCS subsets I, II and III, the linking of monolingual synsets to their
PWN 2.0 corresponding synsets and the adoption of EWN’s lexico-semantic relations,
of which hyponymy, antonymy and meronymy were to be used in all Balkan wordnets.
Based on the above specifications, and via the usage of a scalable tool-kit we have
developed, we managed to come up with a core wordnet for Greek. This core wordnet
being in perfect alignment with the rest Balkan wordnets, was comprised of approx-
imately 8 500 synsets. Following on, enrichment of the wordnet took place based on
language-specific properties and monolingual lexical resources. Enrichment was vital
for two reasons. To tackle wordnet lexical gaps, i.e., empty nodes occurring when
English synsets had no Greek lexicalized counterpart and to reflect lexico-semantic
relations holding between Greek concepts. During enrichment, monolingual lexical
resources have been processed in ways described above and selected lexical elements
were extracted out of them in order to form the additional Greek wordnet’s synsets.
These new synsets were linked to their PWN 2.0 counterparts via the structure of
BalkaNet’s Inter-Lingual-Index (BILI), which helped reassure a level of consistency
between Balkan wordnets. Synsets were also linked to other synsets in the Greek
wordnet through the usage of semantic relations.

The status of the Greek wordnet as of this writing is illustrated in Table 3. Specifi-
cally, the total number of synsets, literals and their ratio are given. Moreover, the total
number of language internal relations between Greek wordnet, as well as the average



ratio of links per synset. Finally, the table illustrates the number of non-lexicalized
concepts, and the total number of glosses encoded for Greek wordnet synsets. In
table 4 we provide the number of synsets for each BCS subset along with the POS
distribution of all Greek wordnet synsets. The numbers of semantic relations in the
Greek wordnet so far, for each type of relation is given in Table 5.

Table 3. Statistical Data on Greek Wordnet

Total Number of Synsets 18 677
Literals 24 811
Ratio Literals/Synsets 1.33
Relations 24 582
Ratio Relations/Synsets 1.33
Non-lexicalized Concepts 46
Glosses 18 649

Table 4. POS and BCS Distribution for Greek Wordnet

BCS Subset Number
BCS1 1218
BCS 11 3 462
BCS III 3 826
Part of Speech Number
Nouns 14 480
Verbs 3 538
Adjectives 635

Table 5. Semantic Relations

in the Greek Wordnet

Relation Type Number
Also See 210
Be In State 143
Verb Group 424
Derived 64
Holo-member 1324
Holo-part 2 708
Holo-portion 162
Hypernym 18 521
Holo-substance 57
Causes 76
Near Antonym 693
Similar To 46
Subevent 132
Antonym 22

| Total | 24 582 |

Finally, a critical issue while developing the Greek wordnet, besides the actual im-
plementation per se, was wordnet’s validation control. Validation tasks were focused



on both semantic and syntactic validation. The approaches against semantic valida-
tion (both monolingual and multilingual) have been outlined in a previous section of
the paper. Syntactic validation was a task performed by each member of the Balkan
team individually and concerned mainly checking the following within wordnets:

— Literals and synsets’ correct spelling.

— Validity of the XML representation scheme.

— Denotation of the empty nodes using the (NL)...(/NL) tag.

Validity of the representation of IDs and removal of duplicate IDs.

Ensure that there are no empty tags.

Removal of duplicates, be it either synsets, literals or relations.

6. Conclusions

In this paper, we dealt with the computational infrastructure which was developed
developed in support of building the Greek wordnet. Specifically we described the
lexical resources and the software tools which were developed for the extraction and
processing of the necessary linguistic information, taking into account the particular-
ities of the Greek language. We focused on the description of a lemmatizer which was
used in a number of computational tools for extracting and processing lexical infor-
mation. We argued that a lemmatizer is indispensable to the processing of a highly
inflected language, like Greek, and we described the utilization of the lemmatizer in
other tools such a POS tagger, a word-frequency counter and a tool used for the re-
trieval of English translations of Greek inflected forms in a bilingual dictionary. We
also described the process of alignment, annotation and lemmatization of the Greek
version of Orwell’s 1984 novel and its exploitation for the validation of monolingual
and multilingual wordnets. Finally, we have outlined the main steps adopted against
the implementation and validation of the Greek wordnet and provided a statistical
overview of its current status.

Future work concerns the development of new tools and the enhancement of ex-
isting ones for the processing of morphosemantic information in both dictionaries and
corpora keeping in mind the particularities of the Greek language.
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