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Abstract Existing network management systems have static 
and predefined rules or parameters, while human 

intervention is usually required for their update. However, an 

autonomic network management system that operates in a 

volatile network environment should be able to adapt 

continuously its decision making mechanism through 
learning from the system’s behavior. In this paper, a novel 

learning scheme based on the network wide collected 

experience is proposed targeting the enhancement of network 

elements’ decision making engine. The algorithm employs a 

fuzzy logic inference engine in order to enable self-managed 

network elements to identify faults or optimization 

opportunities. The fuzzy logic engine is periodically updated 

through the use of two well known data mining techniques, 

namely k-Means and k-Nearest Neighbor. The proposed 

algorithm is evaluated in the context of a load identification 

problem. The acquired results prove that the proposed 

learning mechanism improves the deduction capability, thus 
promoting our algorithm as an attractive approach for 

enhancing the autonomic capabilities of network elements. 

Keywords Network Self-Management, Future Internet, 

Fuzzy Logic, Data Mining 

 

1 Introduction  

Several network management frameworks have been 

specified during the last two decades by various 

standardization bodies and fora, like IETF [1], 3GPP [2], 

DMTF [3], ITU [4], all trying to specify interfaces, protocols 

and information models by taking into consideration the 

respective network infrastructure i.e., telecom world, internet 

and cellular communications. The current challenge for the 

network management systems is the reduction of human 

intervention in the fundamental management functions and 

the development of the mechanisms that will render the 

Future Internet network capable to autonomously configure, 

optimize, heal and protect itself, handling in parallel the 

emerging complexity. Designing an autonomic system for 

network management involves several technologies and 

disciplines and has received significant research effort 

during the last decade (e.g., [5] - [8]). 

The majority of the proposals for autonomic systems are 

based on the so called closed control loop or Monitor-

Decide-Execute Cycle (MDE) [9], [10]. Each autonomic 

element consists of the autonomic manager (AM) that 

instantiates the MDE cycle and the respective managed 

resource. The AM monitors resources’ state through the 

available sensors and builds the knowledge model that is 

used in conjunction with the monitoring data in order to 

analyze the current status of the managed resource and 

thereinafter decide or plan the best (configuration) action. 

Cognition development is an important aspect of future 

Internet self-managed systems, which complements and 

advances the automation of actions. An in-network 

cognitive cycle will allow a communication system to 

improve its inference and reasoning capabilities, by 

exploiting the feedback from previous events or from 

historic data that are stored locally [10]. 

One of the roles of the network administrators is to 

observe various alarms and the values of critical metrics 

after the execution of specific configuration actions. 

Thereinafter, using the accumulated experience, they 

attempt to improve both situation perception and deduction 

processes in order to avoid redundant re-configurations and 

achieve early identification of optimization opportunities or 

faults. Future Internet self-managed networks shall 

incorporate the necessary algorithms that will facilitate the 

network administrator and thus render each network 

element capable to learn from previous adaptations 

(configuration actions) by assessing their effectiveness. 

There are many discussions on the applications of machine 

learning schemes and on the introduction of the learning 

capabilities, from an architectural point of view [12], [13]. 

However, the majority of the machine learning algorithms 

for communication systems evolution are targeting a 

specific network environment or a specific application e.g., 
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traffic management, radio management [14]. 

The scope of this paper is to propose a holistic feedback-

based learning scheme for an autonomic network 

management system, which has been designed following the 

principles of a hierarchical architecture of cognitive 

managers placed per network element. Each learning scheme 

affects and is affected by the decision making engine of the 

cognitive managers for situation perception and/or 

configuration action selections. In this paper we are 

enhancing the quality of a fuzzy logic-based decision making 

engine. The algorithm exploits the merits of fuzzy logic as 

well as the benefits of the k Nearest Neighbour (k-NN) in 

order to develop the knowledge base for network node’s 

experience. The accumulated information is used as input for 

the enhancement of the decision making process through a 

novel learning framework. The latter is based on the high 

dimensional Euclidean geometry of the k-Means algorithm 

[16]. 

The rest of this paper is structured as follows: in the next 

section we present some background information which will 

enable the reader to delve into the details of our work. At 

first we outline the Self-NET project [17] architectural 

framework that has been adopted for the design of the 

proposed learning scheme. The fuzzy logic based decision 

making engine as well as a number of key data mining 

algorithms, which are employed in the context of our 

learning approach are presented. Then we present our 

algorithm in details and we showcase the validity and 

viability of our approach through a real life use case from the 

family of coverage and capacity optimization of wireless 

access networks. Finally, we conclude the paper and sketch 

future research direction. 

2 Background  

In the context of this paragraph we will elaborate on some 

key concepts which set the methodological foundations of 

our work. At first we present the network management 

architecture introduced by the Self-NET project and discuss 

in detail the corresponding decision making engine. Finally, 

we present three well known data mining algorithms namely 

k-Means, k-NN and hierarchical clustering. 

 

2.1 Network Management Architecture 

In the autonomic network vision, each network device (e.g., 

router, access point), is potentially considered as an 

autonomic element which is capable of monitoring its 

network-related state and modifying it based on conditions 

that administrators have specified. The feedback-based 

cognitive cycle residing in each network element leads to 

their autonomy. The Future Internet element, with embedded 

cognition, includes processes for monitoring and perceiving  

 

Figure 1 Self-NET network management architecture 

network node’s internal state and environmental 

conditions, and then planning, deciding and finally adapting 

according to these conditions. Furthermore, such an 

element is able to learn from these adaptations (re-

configurations) and assess their effectiveness for improving 

decision making mechanisms. 

The learning scheme that is proposed is this paper takes 

into consideration the Self-NET architecture (Figure 1) 

[18], which follows a hierarchical distribution of cognitive 

cycles, breaking down the respective functional entities and 

mechanisms for solving network management problems 

and other self-management operations (e.g., learning, 

monitoring) to: a) network elements (e.g. access points), b) 

network compartments (opportunistic/short-term 

federations of network elements), c) network domains 

(structured/long-term federations of network elements) and 

d) the (hyper-domain) network management system that 

controls the underlying entities and provides the human 

(e.g., administrator) interface. 

For the implementation of the cognitive cycle at the 

network element and the domain level, the Network 

Element Cognitive Manager (NECM) and the Network 

Domain Cognitive Manager (NDCM) have been 

introduced, respectively. NECM and NDCM are software 

agents that use the monitoring and execution mechanisms, 

which are available by the respective network nodes and 

incorporate the algorithms and schemes for the 

development of the cognitive cycle features [19]. The 

NDCM is a more sophisticated agent that can deal with 

higher-level knowledge, collected by a set of subsuming 

NECMs in the specified domain that it manages. NDCMs 

having this broader network view and consequently 

knowledge, can proceed with global decision making, thus 

solving problems that standard NECMs cannot address 

locally, adjust policies to fit the desired system behavior 

and learn from previous experiences to improve the impact 

of future decisions. 

The decision making engine of each NECM and/or 

NDCM includes the problem solving techniques for 

network nodes efficient adaptation, utilization of the 
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developed knowledge model and situation awareness. The 

decision making engine involves the identification of faults 

or optimizations opportunities and the selection of the most 

appropriate configuration action taking into account the 

outcomes of the former as well as the alternatives for 

network node(s) reconfiguration. After this phase, one or 

more NECMs undertake the application of the respective 

configuration action. 

 

2.2 Fuzzy Logic Inference Process 

The term “Situation Perception” is used to describe all 

correlations that take place in order to analyze data received 

by monitoring points and thus identify problems and select 

appropriate configuration actions. This task is considered as 

a complex multi-variable problem since multiple 

optimization goals or faults may arise. Therefore, Fuzzy 

Logic is the algorithmic tool that has been selected so as to 

address situation perception building. The Fuzzy Logic 

based situation perception, takes into account a set of 

metrics/parameters, and after their joint correlation analysis, 

maps them to a degree that depicts how the network 

elements perceives its environment (e.g., load status). This 

perception is mapped to a value for each state that ranges 

between 0 and 1, and describes the degree of each state e.g., 

load, interference, noise. 

 

Figure 2 High level view of a Fuzzy Logic controller 

The Fuzzy Logic Controller (FLC) consists of three parts, 

namely the fuzzifier, the inference system and the defuzzifier 

(Figure 2). The fuzzifier undertakes the transformation 

(fuzzification), of the input values (crisp values) to the 

degree that these values belong to a specific state (e.g., low, 

high) (Figure 3). Then, the inference system correlates the 

inputs and the outputs using simple “IF…THEN…” rules; 

each rule results to a certain degree for every output. 

Thereinafter, the output degrees for all the rules of the 

inference phase are being aggregated (Figure 4). The actual 

output of the decision making process, comes from the 

defuzzification procedure, which captures the degree of the 

state of the decision maker (e.g., the network element is x% 

loaded; the radio link is y% interferenced etc). The degree is 

obtained using several defuzzification methods; the most 

popular is the centroid calculation, which returns the center 

of gravity of the degrees of the aggregated outputs (Figure 4) 

and is calculated using the following formula [20]: 

 

Figure 3 Fuzzification of the input 

 
Figure 4 Output aggregation and defuzzification 
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Where ui are the centers of the membership functions μf(u) 

and i is the number of rules. 

 
2.3 Data Mining Algorithms 

In the context of the proposed algorithm we employ data 

mining algorithms in order to enhance the quality of the 

fuzzy logic inference engine. Due to the fact that our 

framework targets a large set of devices, ranging from 

limited capabilities handheld mobile terminals to base 

stations, the employed algorithms should be fast, accurate 

and impose minimum memory and time requirements in 

conjunction with high quality results. Therefore, we opted 

for hierarchical divisive clustering (HDC) with k-Means 

and the k-Nearest Neighbour classifier. k-NN classifiers are 

simple, fast and easy to train while careful selection of k 

makes their accuracy comparable to that of the best known 

classifiers. On the other hand, HDC in its base form is 

slow, but is significantly accelerated when combined with 

k-Means. 

Hierarchical clustering [9] is an unsupervised learning 

method which builds a hierarchy of clusters by following 

one of the paradigms below: 
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Agglomerative: Observations are considered as forming, 

separate single-instance clusters and are progressively merged 
according to a similarity criterion. 

Divisive: All observations are considered to belong to a single 

cluster which is divided according to some similarity 

criterion. 

The outcome of this procedure is usually in the form of a 

dendogram. Agglomeration and division usually take place 

by employing a similarity function such as the Euclidean 

distance or the dot-product. The procedure is halted when a 

specific similarity or dissimilarity threshold is surpassed. Its 

key feature lays in the fact that it requires as input only the 

afore-described threshold and provides as output the number 

of clusters as well as cluster memberships. HDC in its 

simplest form is extremely slow, since each iteration 

necessitates the identification of the two most similar points 

thus its computational complexity is exactly O(N2) per 

iteration, where N is the number of points in the dataset 

while when combined with k-Means, requirements are 

minimized to O(eN), where e is the number of required 

loops. 

k-Means [16] is a fast and efficient clustering algorithm 

extensively employed in the area of unsupervised learning. 

The core idea is to partition a set of N, d-dimensional, 

observations into k groups such that intra-group observations 

exhibit minimum distances from each other while inter-

group distances are maximized. k-Means tries to minimize 

the following objective function: 

2

1 1

min
K N

j i

i j

x m
 


                

(2) 

where xj is the j-th observation, mi the center of the i-th 

cluster and ||x-y|| the Euclidean distance of points x,yЄRd. The 

centre of each cluster Ci is defined as the mean of all points 

belonging to Ci. It has to be stressed out that the k-means 

clustering problem is NP-hard even for the elementary case of 
k=2. However the approximation of [22], which is employed 

in practice, provides fast and reliable results. Overall time 

requirements of k-Means are O(eN) where e is the number of 

loops before convergence.  

Contrary to k-Means and hierarchical clustering, k-NN 

[16] is a supervised learning algorithm which employs a set 

of already labeled observations in order to classify a smaller 

set of unknown data points. The core idea of the algorithm is 

to assign a given data point the class label which appears in 

the majority of its k nearest neighbors. Despite its efficiency 

and reduced memory requirements, k-NN quality deteriorates 

quickly as the number of dimensions grows. As more and 

more dimensions are added to each observation (i.e. each 

observation is described by additional variables) the 

maximum and minimum distance in the dataset tend to 

quality, a phenomenon known as the curse of dimensionality 

[23]. The latter can be addressed by employing 

dimensionality reduction algorithms as a data preprocessing 

step. 

3 Framework Modeling 

In this section the proposed feedback based learning 

scheme is described, which capitalizes on the afore-

described cognitive managers’ hierarchical architecture and 

the decision making engine of our framework. 

 

3.1 High Level Description 

The goal of the proposed scheme is to continuously adapt 

the operation policies of the NECMs’ inference engines so 

at to enhance their ability to identify faults or optimization 

opportunities at the network element (e.g., access point) 

level. Specifically, the goal is to update the membership 

functions of the Fuzzy logic inference engine of each 

NECM that are being used for the situation perception 

building. Each NECM adapts the behavior of its inference 

engine according to the calculations that take place at 

NDCM. The latter utilizes the accumulated 

experience/information from the underlying NECMs in 

conjunction with the macroscopic view that has been 

extracted from previous sessions  

Figure 5 provides a high level description of the 

employed learning scheme. The algorithm employs a 

hybrid version of the k-NN, k-Means and hierarchical 

clustering procedures. It is highly decentralized, in the 

sense that a part of the algorithm is executed at the network 

elements level (NECM) and another part at the controller 

(NDCM) level. Each NECM periodically monitors its 

operational environment and evaluates the identified 

information in order to deduce (using a fuzzy logic 

inference engine) faults or optimization opportunities (e.g., 

high load, high interference) and –if necessary- an 

appropriate configuration action to be executed (e.g., 

channel reallocation, assisted handover of associated 

terminals). Each NECM evaluates the correctness of each 

deduction (followed by a configuration action or not) 

building the so called ground truth. Ground truth 

characterizes the actual conditions (i.e. load) and is 

identified by assessing the network node status after the re-

configuration. 

However, in many cases, according to the network 

conditions, the range for the characterization of a situation 

should be adapted according to the effectiveness of the 

selected configuration action and the specific features of 

the network environment. Nevertheless, this decision 

necessitates a holistic view of the network and 

consequently implies the dissemination of the aggregated 

set of local observations (NECM) to a higher level –in 

terms of architecture- entity (NDCM). The NDCM collects 

individual NECMs data sets and by applying data mining  
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Figure 5 Problem-agnostic description of the feedback-based learning 

scheme 

techniques specifies the new bounds for the fuzzy logic 

inference engine. A detailed analysis of this mechanism is 

provided in the following section. 

 

3.2 Algorithm Presentation 

The identified algorithm consists of three distinct steps, 

namely the monitoring phase, the classification step and the 

fuzzy logic enhancement procedure. Throughout the 

presentation we assume that each time a network device (i.e. 

NECM) monitors its operational environment it extracts a d-

dimensional vector which can be classified as True, 

indicating that a particular problem has appeared, False –no 

problem- or Neutral, implying that although there is 

currently no problem there is a chance that a problematic 

situation may appear in the future. Additionally, given a 

problem, the device triggers a remedy action which is 

guaranteed to solve the problem; in other words it will 

enable the device to transit from a True state to either a False 

or Neutral state. Obviously, upon start-up, the device has no 

pre-installed knowledge base, apart from the set of fuzzy 

logic rules and the set of configuration actions. 

The monitoring algorithm appears in Table 1. The device 

monitors its operational environment and extracts a d-

dimensional tuple (step 4.2) which is evaluated against the 

set of pre-installed fuzzy logic rules (step 4.3). At this step, 

the inference process of the NECM for the situation 

perception (fault or optimization opportunity identification) 

takes place. If the outcome denotes a problematic situation 

(step 4.4, label Xi) then the appropriate solution is applied 

(step 4.4.1). Each cognitive manager per network has a set of 

solutions or configuration actions that could be enforced. 

Each problem is associated with one or more solutions. 

According to the global status of the network device, and 

possible interactions among different solutions the most 

appropriate is selected. Given the fact that the applied 

solution will always solve the problem we compare the i+1th 

tuple with the ith (step 4.4.3). In case their distance is less 

than a predefined bound ε we assume that we performed a 

classification error (false positive, i.e. we classified a 

Neutral tuple as true) and attribute the correct label Yi. Yi 

corresponds to the actual conditions (ground truth) while 

label Xi to the fuzzy logic perception of the environment. In 

any other case, we cannot decide about the label and leave 

it as it is. As soon as a significant amount of vectors (i.e. N) 

is aggregated we halt the procedure and proceed with the 

application of the k-NN classifier. 

 
Table 1 Monitoring algorithm on the network element level 

Input: Approximation Parameter ε  

Output: Set of labeled observations S, Set of unlabeled 

observations T 

1. SO 

2. TO 

3. i=0 

4. while true 

4.1        i++ 

4.2        Retrieve vector Zi 

4.3        Xi  fuzzy logic (Zi) 

4.4        if (Xi = True) 

4.4.1                Select and Apply appropriate Solution 

4.4.2                Wait for Si+1 

4.4.3                if(||Si+1-Si||<ε)  Yi= Neutral 

4.4.4                else Yi = True 

4.4.5                S = S U {Zi, Xi, Yi} 

4.5        else if (Xi = Neutral / False) 

4.5.1                Yi = ? 

4.5.2                T = T U {Zi, Xi, Yi}               

5 return S, T 

 

The k-NN classifier enables the identification of all 

missing Yi labels. The set of labeled instances (S) is used 

as the training set, while all unlabeled records (T) are used 

as testing set. Recall from the last step that although we can 

accurately predict the labels of all observations appearing 

in S, we only have tuples from Neutral and True. In order 

to overcome this, we artificially generate a small number of 

tuples which are in advance labeled as False (i.e. all tuples 

are located in the beginning of the coordinates systems 

axes). It should be pointed out that this step appears only 

the first time that the algorithm is executed. In subsequent 

executions, the training set is populated with previously 

labeled records. The algorithm appears in Table 2. The 

successful execution of this step essentially generates a set 

of correctly labeled observations which can be used in 

order to quantify the quality of the procedure. 

 
Table 2 k-NN classification for the extraction of the missing 
labels 

Input: Set of labeled observations S, Set of unlabelled 

observations T 

Output: Final set of labeled observations F 

1. FO 

2. kNN.training set  {S} 

3. kNN.test set  {T} 

4. F  kNN(Training, Test) 

5 return F 
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At this point it should be added that the the k-NN 

classification could be replaced with other classification 

methods as well such as the Support Vector Machines. 

Howerver, such approach would increase the complexity of 

the overal scheme, due to the fact that, in general, the tuples 

cannot be captured by simple SVM classification. This 

implies that we should proceed in complex transformations 

and increase the dimensionality of the input tuples. Even 

though the previous scheme can also successfully classify 

input data, the limited processing power of the NECMs -

where classification takes place- prohibits the use of such 

approach. 

Periodically the stored tuples are validated in order to 

provide an indirect assessment measure with respect to the 

quality of the fuzzy logic rules. The evaluation is done 

according to formula 
1

| |N
i i

i

X Y
A

N


 . A essentially 

quantifies the percentage of cases that we made an erroneous 

decision (i.e. the ground truth label Yi is different than the 

fuzzy logic label Xi) and is compared with a predefined 

tolerance bound Ap. If the number of mistakes is not tolerable 

( )pA A
 
then the network element sends all data to the 

domain controller (NDCM). 

The domain controller receives data from all network 

elements for which condition ( )pA A holds true. All 

measurements lay in a d-dimensional space and by 

exploiting the ground truth labels (Yi) we can categorize 

them in three distinct classes  , ,iC True Neutral False which 

correspond to three high dimensional manifolds (DT, DN, 

DF). For ease of presentation, in the context of this work, we 

will assume that data points form hyperspheres, however the 

work can be extended to address a multitude of high 

dimensional manifolds. 

Each sphere is centered at 

| |

1

,
| |

iC
j

i j i

j i

S
CE S C

C

 
 
and has 

radius 

| |

1
max

iC

i i j
j

R CE S


  . We assume that the cluster of 

tuples labeled as True is centered at 
1 2( , ,... )T dCE x x x  and 

has radius RT, while tuples corresponding to Neutral are 

centered at 
1 2( , ,... )N dCE y y y

 
with radius RN. Similarly, 

False points are centered at 
1 2( , ,... )F dCE Z Z Z

 
with radius 

RF. Without loss of generality we consider only points CET 

and CEN. These two points define a line ε which is described 

by the following set of equations:
 
 

*( ), 1...i i i ip x u y x i d              (3) 

This line intersects with spheres DT and DN in four points 

which can be retrieved by substituting the pi values into the 

following hypersphere equations: 

 
2 2

1

d

T i i T

i

D p x R


  
    

     (4) 

 
2 2

1

d

N i i N

i

D p y R


            (5) 

Consequently, a simple way of identifying the bounds for 

the fuzzy logic rules would be to extract the intersection 

points which  

 belong to different hyperspheres and  

 exhibit minimum distance from each other.  

Simply stated, the two intersection points are provided by: 

 1 2 1 1 1 2 2 1 2 2, min , , ,T N T N T N T NB B P P P P P P P P       (6)

 
By applying a similar procedure we can also extract 

points B3 and B4 from spheres DN and DF. Notice at this 

point that each Bi corresponds to a tuple {b1, b2, … , bd}; 

thus each B can be directly set as a new bound for the fuzzy 

logic rules. More precisely: 

 Point B1 would correspond to the bound for the True-

Neutral situation, in other words, B1 is a point labeled 

as True that exhibits maximum distance from CET and is 

closest to CEN than any other point P labeled as True. 

 Point B2 would correspond to the upper bound for the 

Neutral-True situation. Similarly B2 is labeled as 

Neutral and exhibits maximum distance from CEN and 

is closest to CET than any other point labeled as Neutral. 

Since DT and DN are adjacent, B1=B2. 

 Point B3 would correspond to the lower bound for the 

Neutral-False situation 

 Point B4 corresponds to the bound for the False-Neutral 

situation (obviously B3=B4) 

A graphical representation of this procedure appears in 

Figure 6 where we demonstrate the application of our 

algorithm in R3
. 

It should be stressed out that hyperspheres comprise an 

abstraction of the actual manifold formed by the data points 

so the actual manifold is enclosed in the hyperspheres. 

However, this abstraction fits our purposes for two reasons. 

Firstly, its computation is simple and fast thus it can be 

implemented on any kind of device without imposing any 

memory or CPU overhead. Secondly, the circumference of 

the hypersphere will contain at least one point of the class 

under process, thus indirectly signifying the range of values 

of that class. 

On the other hand, the adjacency of the spheres may 

yield poor discrimination quality, in the sense that a lot of 

True and Neutral cases as well as Neutral and False cases 

may have been placed together. The latter, is due to the fact 

that the hyperspheres enclose a larger area than the actual  
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Figure 6 Graphical representation of data records according to ground truth 

labels 

 

Figure 7 Geometric interpretation of the approach 

manifold. In order to overcome this we employ a hierarchical 

divisive clustering (HDC) approach based on k-means. An 

indirect gain however, is that the application of HDC will 

take place on the DT and DF spheres and not on the larger, 

DN sphere. Essentially, the fitting of data  into three spheres 

comprises a fast implementation of the first step of HDC in 

O(N) time which is significantly smaller than the O(eN) 

requirement of k-means. 

Afterwards, k-Means is applied on the two spheres which 

correspond to False and True and direct the algorithm to 

split it into two clusters, False or True and Neutral. The 

result will be two adjacent spheres maintaining elements 

belonging to both classes. The new sphere corresponding to 

Neutral is merged with the initial Neutral class. The division 

continues on the resulting True and False clusters until we 

start experiencing loss in the Recall (Recall = Retrieved 

Relevant Records / Total Relevant Records) or high 

Precision (Precision = Retrieved Relevant Records / Total 

Retrieved Records) in conjunction with high Recall (high F-

measure value, where F-measure = 2*Recall*Precision / 

Recall + Precision). The geometric interpretation of our 

approach is depicted in Figure 7. The algorithm simply 

augments the sphere corresponding to Neutral cases and 

shrinks the other two by extracting falsely classified points. 

When the procedure is halted then we have three 

overlapping hyperspheres. The intersecting points of the 

line defined by the spheres’ centers with the spheres 

correspond to the desired solution. 

We can quantify the amelioration induced by the 

algorithm by employing the procedure appearing in Table 

3. Due to the fact that every network element holds a copy 

of the fuzzy logic rules, NDCM adapts its local rules (step 

1) and re-evaluates the whole set of observations (steps 2-

4.5). In the end, we quantify the amelioration induced by 

our algorithm by comparing the derived fuzzy logic labels 

with the existing ground truth labels. If the derived value is 

lower than the predefined bound Ap, we define a new 

stricter bound (step 6.1), otherwise we consider than no 

further amelioration can take place. The new rules together 

with the new evaluation bound of the FL membership 

functions are transmitted back to the underlying network 

elements (NECMs), where the local fuzzy logic inference 

engine is updated. 

The computational load induced to NDCM due to the 

application of our algorithm is O(ceN) where c is the 

number of iterations required before the procedure reaches 

its halting condition, N the number of tuples, e the number 

of iterations required by k-Means to converge and d the 

dimensionality of data. The network load is O(Nd+Xd), 

where X is the number of network elements. Specifically, 

O(Nd) is due to the transmission of the original tuples from 

the NECMs to NDCM and O(Xd) is required for the 

transmission of the results back to the network elements. 

 
Table 3 Quantifying the induced amelioration 

Input: Set of observations S, New Bounds B, Evaluation 

Bound Ap 

Output: New Rules FL, Evaluation Bound A 

1. FL  Adapt local rules (B) 

2. i=0 

3. Xn  O  

4. while i< |S| 

4.1        i++ 

4.2        Retrieve tuple Si 

4.3        Xi  fuzzy logic (Fi) 

4.4         Xn = XnUXi 

4.5 End 

5. An=Σi=1
|S|

| Xni-Yi|/|S| 

6. if (An < Ap) 

6.1         A = 0.9Ap 

7. return A, FL 

4 Performance Analysis 

In this section we present the experimental evaluation of 

our approach, which verifies the expected performance. 

Thus, our algorithm emerges as an attractive solution for 

learning in a communication network context. The aim of 

the experimental assessment process is threefold: 
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 To validate the effectiveness and efficiency of our 

algorithm on real life problems and highlight its 
scalability,  

 To demonstrate the enhancement of fuzzy logic decision 

making due to the application of our algorithm and 

 To experimentally validate the applicability of k-NN for 

the derivation of the ground truth labels in the first step 

of the algorithm. 

The obtained results prove the suitability and viability of our 

algorithm for network management problems in the context 

of future Internet networks. 

The experimental analysis was carried out for the problem 

of load identification, which is under the coverage and 

capacity optimization umbrella. The analysis could be 

extended for any inference process that an NECM should 

execute. In this use case, each access point monitors its 

operational environment (Packet Error Rate, Channel 

Utilization, and Number of Associated Terminals) and 

attempts to identify potential (high) load situations. If such a 

problem appears (high load) then they collaborate in order to 

select the most appropriate configuration action, which in 

this case is the optimal reallocation of the associated 

terminals among the available homogeneous or 

heterogeneous access points in the corresponding network 

area. The load in injected by the video stream that the 

terminals associated at the Soekris devices consume. 

In our testing facilities we have deployed a heterogeneous 

wireless network environment consisting of several IEEE 

802.11 Soekris access points (AP) and an IEEE 802.16 base 

station (BS) [26], each embedding an NECM implemented in 

Java [29]. Soekris devices are low-power, low-cost, 

advanced communication computers that act as re-

programmable 802.11 access routers [27]. Moreover, several 

single-RAT (i.e. WiFi) and multi-RAT (i.e. WiFi, WiMAX) 

terminals are located in the corresponding area, consuming a 

video service delivered by VLC-based service provider [28]. 

For the cooperation of the underlying NECMs, an NDCMs is 

deployed. The NDCM is the place where the learning phase 

operates, based on the data that are provided by the NECMs. 

Further about the testbed can be found in [24]. 

This testbed was employed in order to extract the dataset 

used in the experimental assessment. We collected 50.000 

tuples; each tuple was described by three variables indicating 

the status of an access point at time tx, namely Packet Error 

Rate (PER) ranging in [0…1], Channel Utilization (CU) 

ranging in [0…1] and Number of Associated Terminals (AT) 

in [0…25]. 10% of the dataset has been sampled from the 

deployment of the testbed and has been manually labeled (Yi 

labeling), while the rest has been artificially generated 

according to the distribution derived from the initial set. The 

resulting dataset consists of 6667 tuples marked as Load 

(True according to the algorithmic notation), 9956 marked as 

No Load (False) while the remaining 33377 correspond to 

the Medium Load case (Neutral). 

In the first experiment we validate the ability of k-NN to 

support the derivation of the ground truth label for the first 

step of the algorithm (Table 2). In order to accomplish that 

we have experimented with various values for the number 

of nearest neighbors using the implementation provided by 

Weka [25]. In most cases where k-NN is employed, the 

value of k is chosen heuristically. In our case, we have run 

a number of experiments with k set to 1, 5 and 10. The 

results have been assessed through a 10-fold cross 

validation procedure, while all experiments verified our 

initial intuition regarding the applicability of k-NN in the 

context of our problem exhibiting, a classification rate 

larger than 98%. The latter lead us to the additional that any 

value between 1 and 10 will provide results of adequate 

quality. The overall results are presented in Table 4. 
 

Table 4 k-NN classification ability in the context of load 
identification use case 

Number of NNs 1 5 10 

Correctly 

Classified 

Instances 

98.7% 98.6% 98.5% 

 

At a second step, we attempt to validate the effectiveness 

and efficiency of our approach by simulating a real life 

situation. We have evaluated all observations with three 

pre-configured fuzzy logic decision making controllers 

(FL) implemented in MATLAB [29 - 32]. The rules used 

for the decision making procedure follow the format of 

equation (7), while membership functions have been 

configured according to the bounds appearing in Table 5. 

IF PER IS low AND CU IS low AND AT IS High THEN 

Interference IS low, Load IS low                       (7) 

 

Table 5 Bounds used in the membership functions of the fuzzy 
logic rules 

 PER CU AT 

Low FL1,2,3:[0…0.01] FL1,2: [0…0.2] 

FL3: [0…0.5] 

FL1,2,3: 

[0…10] 

Medium 
FL1,2,3: [10

-

4
…0.05] 

FL1,2,3: 

[0.1…0.9] 

FL1,3: 

[9…16] 

FL2: [5…20] 

High 
FL1,2,3: [7*10

-

3
…1] 

FL1,2: [0.8…1] 

FL3:[0.5…1] 

FL1,2,3: 

[15…25] 

 

The shape of the membership functions (MF) is related 

to their special characteristics. More specifically, the AT the 

MFs are trapezoidal. The key characteristic of this MF is its 

simplicity and is mainly used to describe inputs that have a 

homogeneity degree and linear behavior. Similarly, for the 

strict nature of the PER and its relation to the QoS we have 
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decided to use the trapezoidal MFs, which describe in a 

satisfactory manner the considered error ranges for ideal 

(“low”), acceptable (“medium”) and non acceptable (“high”) 

[30]. Finally, the triangular MFs have been selected for the 

“Channel Utilization” parameter due to the linear affect of 

this input to a WiFi AP [31]. In order to test the effectiveness 

of the proposed solution we have used three initial 

configurations of the fuzzy logic decision making controller 

so as to capture more generic and more targeted 

configurations of the network equipment (Table 5– FLi, 

where i captures the initial configuration, ranging from 1 -

very generic- to 3 -more targeted-). Figure 8, Figure 9 and 

Figure 10 present the first (more generic) initial 

configuration of the fuzzy logic controller. Similarly, we 

have configured the fuzzy logic controller in the other two 

configurations. 

An interesting outcome after observing the original dataset 

is that the results will be heavily influenced by the values of 

the AT parameter, while on the other hand PER seems to  

 

 

Figure 8 PER initial membership functions configuration 

 

Figure 9 Channel Utilization initial membership functions configuration 

 

Figure 10 Number of Associated Terminals initial membership functions 

configuration 

provide little information in the clustering process. The 

latter is due to the fact that these variables are in different 

scale. Indeed,  ATЄN takes  values  from  the  range  

[0…25]  while PERЄR and specifically in [0…1] with the 

majority of its values concentrated in [0…0.015]. In order 

to overcome this issue we choose to normalize the values of 

PER and AT through formulas (8) and (9) respectively. 

1

, 1...

max( )

i
i N

j
j

PER
PER i N

PER


 

        

(8) 

1

, 1...

max( )

i
i N

j
j

AT
AT i N

AT


 
         (9) 

Figure 11, Figure 12 and Figure 13 present the results 

after executing the algorithm on the dataset. The algorithm 

uses the decision obtained from the fuzzy logic controller 

and divides the input tuples into three classes according to 

the identified state of the network element (i.e. Load, 

Medium Load, No Load). Then the tuples identified as Load 

are used as input to the clustering algorithm that iteratively 

divides the set into two clusters, Load and Medium Load, 

until the halting condition is satisfied; the same procedure 

is being held for the tuples identified as No Load. The 

clustering algorithm has been implemented in Java1. 

 

 

Figure 11 Dendogram corresponds to FL1 derived after applying our 

algorithm on the original dataset  

                                                
1
 The full dataset, accompanied by the source code used in the experiments 

and a detailed description of the testbed is available at 

http://kandalf.di.uoa.gr/MONAMI/ 
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Figure 12 Dendogram corresponds to FL2 derived after applying our 

algorithm on the original dataset.  

 

Figure 13 Dendogram corresponds to FL3 derived after applying our 

algorithm on the original dataset 

When the halting condition is validated we acquire a good 

approximation of the actual sets, while any potential 

overlapping corresponds to the intersection of the 

membership functions. The bounds obtained from these 

experiments appear in Table 6. By employing the derived 

points as the new bounds for the membership functions we 

apply the algorithm of Table 3 and obtain the classification 

results appearing in Table 6. 

Based on the experiments we conclude that the algorithm 

performs significantly well and tends to provide rules 

which converge to decisions closer to the ground truth, 

independently of the initial configuration of the network 

element’s decision making engine. For the three initial 

configurations of the fuzzy logic controller the achieved 

amelioration is of 14 - 17%. The presented amelioration 

focuses on the situation awareness of a cognitive manager. 

The characterization of events, which is a situation 

awareness phase, is the pilot for the successful optimization 

or fix of the network system. If the cognitive manager (i.e. 

NECM) cannot assess effectively the local status, then the 

performance of the network in many cases will not be 

improved by applying a reconfiguration action. Thus, the 

correct labeling of events is an important task for 

autonomic network management systems, where the 

learning process has merit. 

 
Table 6 Classification results after the enhancement of the fuzzy 
logic rules 

 FL1 FL2 FL3 

Original 65.64% 71.86% 75.40% 

After k-means HDC 76.73% 84.09% 86.06% 

Amelioration 16.8% 17.01% 14.13% 

 

Table 7 The bounds extracted from k-Means after clustering on 
the normalized dataset 

 
PER CU AT 

Low 

FL1 [0 ... 3.2*10
-3

] [0 ... 0.375] [ 0... 5.23] 

FL2 [0 … 2.83*10
-3

] [0 … 0.337] [0 … 4.26] 

FL3 [0… 3.03*10
-3

] 
[0 … 3.03*10

-

3
] 

[0… 3.03*10
-3

] 

Medium 

FL1 
[2.87*10

-3
 ... 

1.17*10
-2

] 

[0.357 ... 

0.756] 
[4.29 ... 16.18] 

FL2 
[2.43*10

-3
 … 

1.13*10
-2

] 

[0.312 … 

0.741] 
[3.03 … 15.74] 

FL3 
[2.69*10

-3
 … 

1.10*10
-2

] 

[0.33… 

0.719] 
[4.29 … 16.18] 

High 

FL1 [1.16*10
-2 

... 1] [0.747... 1] [15.89 … 25] 

FL2 [1.12*10
-2 

… 1] [0.728 … 1] [15.3 … 25] 

FL3 [1.08*10
-2

 … 1] [0.698 … 1] [15.89…25] 
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5 Conclusions 

In the context of this paper a novel solution, for enhancing 

the decision making capability of self-managed network 

elements is proposed. In a future Internet environment, the 

network elements will be required to operate in diverse and 

volatile environments. Consequently, additional operational 

effort is required by network operators and/or manufacturer, 

since static a priori deduction mechanism and policy 

deployment is not enough. The proposed feedback solution 

emerges as a viable answer to the aforementioned problem, 

enabling network elements to operate having acceptable 

success rates in their decision making mechanisms. The 

success of the approach lays in the combination of fuzzy 

logic with traditional data mining techniques, a key factor for 

enabling the decision making mechanism to evolve and 

adjust its operation to a constantly changing network 

environment. Based on our experimentation the initial 

deduction of the Inference engine (without Learning) is 

effective in average between 65% and 75%. In order to 

assess this percentage as satisfactory or not we have to 

compare it with a legacy (non-autonomic) system. The 

experimental analysis showcases a significant amelioration 

in the classification ability of a network element due to the 

application of our algorithm, an amelioration which with 

adequate preprocessing reaches the scale of 14-17%. Future 

research will concentrate on incorporating more complex 

high dimensional manifolds in the original algorithm, 

introducing more complex clustering algorithms for HDC as 

well as transitioning to a fully autonomous, unsupervised 

system with no built in rules of other kind of knowledge. 
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