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Abstract

We consider the problem of extending temporal deductive databases with stratified negation. We
argue that the classical stratification test for deductive databases is too restrictive when one shifts
attention to the temporal case. Moreover, as we demonstrate, the (more general) local stratification
approach is impractical: detecting whether a temporal deductive database is locally stratified is shown
to be co-NP hard (even if one restricts attention to programs that only use one predicate symbol and
two constants). For these reasons we defeéneporal stratificationan intermediate notion between
stratification and local stratification. We demonstrate that for the temporal deductive databases we
consider, temporal stratification coincides with local stratification in certain important cases in which
the latter is polynomial-time decidable. We then develop two algorithms for detecting temporal strati-
fication. The first algorithm applies to linear-time temporal deductive databases and it is efficient and
more general than existing approaches; however, the algorithm sacrifices completeness for efficiency
since it does not cover the whole class of temporally stratified programs. The second algorithm applies
to branching-time temporal deductive databases (which include as a special case the linear-time ones).
This algorithm is more expensive from a computational point of view, but it covers the whole class
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of temporally stratified programs. We discuss the relative merits of the two algorithms and compare
them with other existing approaches.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Temporal deductive databaq8$,21,4,3] (and more generally temporal logic program-
ming languages [22,10]) are promising formalisms that appear to have interesting applica-
tions. Although the field of temporal deductive databases is far from new, many notions that
have been widely studied for classical deductive databases have only recently been consid-
ered for the temporal case. Negation is one such concept: although in the classical case many
elegant semantic approaches have been developed during the last 20 years (see for example
[26,2]), the temporal case has not been extensively studied and there only exist a few sparse
results. The existing approaches focus on deriving a useful notion of stratified negation for
temporal deductive databases [34,19,29,12,15,18]. However, in these techniques the syntax
of the underlying temporal formalisms is rather restricted. Moreover, the notion of time that
is adopted is discrete and linear (although there exist other interesting and useful notions
of time).

1.1. The problem

The problem of adding stratified negation to (even linear-time) temporal formalisms is
not trivial: if one tries to blindly transfer the classical stratification test [1] to a temporal
deductive database setting, then many programs that appear to have a clear semantics mustbe
rejected. Consider for example the simple Chronolog [33] program simulating the operation
of the traffic lights?

first light(green).

next light(amber) <« — light(red), — light (amber).
next light(red) <« — light(green), — light(red).
next light(green) < — light(amber),— light(green).

The above program is obviously a meaningful one. However, if one uses the classical
stratification approach, this program has to be rejected since it contains cyclic dependencies
of a predicate name through negation. A stratification test for a temporal deductive database
formalism has to take into careful consideration the (sometimes implicit) time parameter on
which such a formalism is based. One idea is to use local stratification [27] instead of simple
stratification. This would solve the problem of the time parameter but it would create new
problems instead. It is well-known that deciding whether a logic program is locally stratified

is undecidable [5,24]; moreover, as we demonstrate in this paper (Theorem 18) deciding

11t should be noted that the syntax of Chronolog does not support negation, but the meaning of the above
program should be clear.
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whether a given Datalogprogram is locally stratified, is co-NP hard (which easily implies

that the local stratification problem for the temporal formalisms we consider is co-NP hard).

Therefore, we have to choose between a very restrictive form of stratification and a very

broad one which is computationally impractical.

Fortunately, there is a middle road to follow (and this is actually the road implicitly
taken by all of the existing approachi3,19,29,20,15,18]). The basic idea is to find an
intermediate notion of stratification which is not trivial and which can be detected efficiently.
There still exist, however, two important issues that remain unanswered by all existing
approaches:

(1) Thelinear-time temporal stratification tests that have been proposed so far are in general
narrow in scope: the syntax of the underlying temporal deductive database formalisms
on which these tests apply is rather restricted. For example, it is often required that
the temporal references of the predicates in a temporal program cannot be arbitrary
but instead they have to obey to some predefined pattern. Therefore, there still remains
the quest for a test that is both efficient and that applies to a very general linear-time
temporal deductive database formalism.

(2) All the existing tests treat languages in which time has a linear (and discrete) flow: the
set of time-points is actually the set of natural numbers. There exist however richer tem-
poral formalisms. For example, the langudggctus[31] (and its function-free subset
called Branching-time Datalod30]) is a branching-time logic programming formal-
ism; similarly, Datalog, s [6,7] has an extended notion of time built in its design (and
has linear-time as a very special case, caledalog, ¢ [4]). It should be noted that
branching-time languages can express certain problems in a natural way [31] and have
recently found interesting applications in the area of Datalog optimizations [30,25].
Therefore, the second issue that arises is the derivation of an efficient temporal stratifi-
cation test for this more general notion of time.

The above two questions are the main issues tackled in this paper.

1.2. Contributions

The main contributions of the work presented in this paper can be summarized as follows:

(1) We argue that stratification is too restrictive and local stratification is impractical when
one considers temporal deductive databases. In particular, we demonstrate that the
local stratification problem for the temporal languages we adopt is co-NP hard (even
if one restricts attention to programs with one predicate symbol and two constants).
On the positive side, we demonstrate that this problem is actually decidable; this is a
non-trivial fact since for these languages the temporal Herbrand base is infinite due to
the time parameter. It is well-known that for classical logic programs (whose Herbrand
base is also infinite) the local stratification problem is undecidihB].

(2) We define the notion afiemporal stratificationand argue that it is an intermediate
notion between stratification and local stratification. Moreover, we demonstrate that
for the temporal formalisms we consider, temporal stratification coincides with local
stratification in certain important cases in which the latter is polynomial-time decidable.

(3) We propose a temporal stratification test for linear-time temporal deductive databases.
The proposed approach is an extension of the cycle-sum[28ftand actually
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remedies its main shortcoming since it does not reject any positive programs. In fact,
the new test accepts a significant class of programs with negation which is strictly
greater than the classes of programs accepted by the existing temporal stratification
tests[34,19,29,12,15,18]. However, the algorithm sacrifices completeness for effi-
ciency since it does not cover the whole class of temporally stratified programs.

(4) We propose a temporal stratification test for branching-time temporal deductive
databases (which include linear-time ones as a special case). More specifically, the
test can be applied to the language Branching-time Datalugt supports a branching
notion of time (with appropriate modifications the technique can also be applied to other
similar temporal formalisms). Since existing stratification tests for temporal languages
only apply to linear time, the proposed technique is a generalization and extension of
previous approaches. Another unique characteristic of this algorithm is that it covers
the whole class of temporally stratified programs. As a trade-off however, the algorithm
is computationally more expensive than the one for the linear-time case (but still has
a polynomial-time complexity). Finally, this is the first (to our knowledge) temporal
stratification test that can successfully cope with programs whose clauses may contain
temporally ground atomgénonical atomp

Summarizing, we believe that the results obtained in this paper can be used in order to add

a useful form of negation to temporal deductive databases (of either linear or branching

time). Hopefully, the proposed techniques can be embedded in existing temporal systems

and enhance their capabilities.

1.3. Structure of the paper

The rest of the paper is organized as follows: Sec?gives an introduction to the syn-
tax and semantics of the temporal languages used in the paper, and Section 3 introduces
the notions of stratification and local stratification for these languages. Section 4 motivates
and defines the notion of temporal stratification. Section 5 extends the cycle-sum approach
[29] obtaining an extended temporal stratification test for linear-time temporal deductive
databases. Section 6 introduces a novel stratification test for branching-time temporal de-
ductive databases. Section 7 compares the two proposed approaches and presents their
relative merits. Section 8 gives a comparison with related work and Section 9 discusses
directions for future work.

2. Temporal deductive databases

In this section we define the basic notions that will be used in the rest of the paper. In
the following, we assume a familiarity with the basic concepts behind deductive databases
[28] and logic programming [17].

The languages that will be used throughout the paper are temporal (they have an implicit
parameter which encodes the notion of time). In certain points of the paper we will need
to refer to the (non-temporal) language Datalpghich is the extension of Datalog that
allows negative literals in clause bodies (see for example [28]). The two languages that will



386 C. Nomikos et al. / Theoretical Computer Science 342 (2005) 382—-415

be the main focus of our study, are:

e The languagd.inear-time Datalog which is a deductive database language that is
based on a linear notion of time.

e The languagdBranching-time Datalog which is a deductive database language that
supports a branching notion of time.

The above two formalisms have their roots in the Chron§83323] and Cactus [31] tem-

poral logic programming languages. The main difference is that the formalisms we consider

in this paper support negation (which is not the case for Chronolog and Cactus). Moreover,

the two languages we consider here do not have function symbols (without this being an

essential restriction since the tests we describe can be lifted to the more general framework

of temporal logic programming).

As, it will be discussed later in this section, Linear-time Datalogn be seen as a special
instance of Branching-time DatalGgFor this reason, we start by presenting the syntax and
the semantics of Branching-time Datalo@nd then obtain as special cases the syntax and
the semantics of Linear-time Datalog

Every atom in a Branching-time Datalogrogram is preceded bytamporal reference
which is a (possibly empty) sequence of the temporal operétarst andnext;,i >0. A
temporal reference of the forfrirst next;, - - - next; , wherek >0, is calledcanonical
A temporal reference of the formext;, - - - next;, is said to beopen A temporal atorris
an atom preceded by either a canonical or an open temporal referenaaoAical(resp.
oper) temporal atom is a temporal atom whose temporal reference is canonical (resp. open).
Given a temporal atorA, the temporal reference éfis denoted bytime(A). A temporal
clausein Branching-time Datalogis a formula of the form:

H <« Aq,...,A,,—B1,...,—7 By,

whereH, Ay, ..., A, B1, ..., B, aretemporalatomsamdm >0. Theatoms\y, ..., A,

are said tamccur positivelyn the clause while the aton#,, . . ., B, negativelylf n = m =

0, the clause is said to beauait temporal clausdt is very common in deductive databases to
partition the set of predicates/atoms imtensional(or IDBs) andextensiona(or EDBS).
However, for the purposes of this paper, this distinction does not play any important role.
Therefore, the terminology we adopt in this paper is more closely related to that of logic
programmindg17].

A Branching-time Datalog program is a finite set of temporal clause#\ canonical
temporal clauses a temporal clause in which all atoms that occur in it are canonical. A
canonical temporal instancef a temporal claus€ is a canonical temporal clause which
is obtained by applying the same canonical temporal reference to all open at@ms of

In all the above discussion, the temporal references that are used are either canonical
or open. One might possibly wonder why more general forms of temporal references have
been excluded (e.gext1 first nexts). However, disallowing such temporal references
in program clauses is not a real restriction since, as it can be easily shown [31], the operators
that appear before the rightmdsitrst operator are superfluous and can be eliminated.

21n other words, we assume that a program in Branching-time Datatogsists of both rules and facts.
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Before presenting the semantics of Branching-time Datglag give two examples that
illustrate the above ideas (the first example does not use negation while the second does).

Example 1. Consider the following program which performs a hypothetical tour of cities:

first city(athens).
nexty city(X) <« by_sea(Y,X),city(Y).
nexty city(X) <« by_air(Y,X),city(Y).

The tour starts fromathens. At each point of the tour one can consider to move to a
next city eitherby_sea or by_air. The temporal operatorsext; andnexty reflect

the type of connection between the cities that is followed in each case. Therefore, if
by_sea(athens,lisboa) andby_air(lisboa,london) are two facts that are added

to the above clauses, then the canonical temporal &famst next) nexty city(london)

is a logical consequence of the above program. Notice that the sequence of the indices of
thenext operators when read from left to right reflect the types of connections that have
been used during the trip.

Example 2. The following program simulates the painting of the nodes of a binary tree
with three colors, namely red, green and blue, by following certain simple rules that involve
negation:

first tree(green).

next; tree(red) <« — tree(red).

next; tree(green) < tree(red).

nexts tree(X) <« color(X), — tree(X), — nexty tree(X).
color(green) .

color(red).

color(blue) .

The above clauses can be read as follows: “the root of the tree is colored green; the left child
of a node of the tree is colored red if the node itself is not red; the left child of a node is
colored green if the node itself is red; finally, the right child of a node can be colored with
a color that is neither used to color the node itself nor its left child”.

In Sectiord, the notion of temporal stratification for Branching-time Datalpgograms
will be defined. The above program is actually a temporally stratified one (intuitively, it does
not contain temporal circularities through negation). This fact is not immediately obvious
but it can be demonstrated through the technique developed in Section 6. Actually, it can
be shown that the intended model of the above program represents a unique and balanced
binary tree of infinite depth (which has been appropriately colored).

Branching-time Datalog is based on a relatively simplaanching-time logioBTL).
In BTL time has an initial moment and flows towards the future in a tree-like way. The
set of moments in time can be modeled by thelsst(w) of lists of natural numbers.
The empty list[ ] corresponds to the beginning of time and the [li$t] (that is, the list
with headi, wherei € w, and tailt) corresponds to thih alternative successor of the
moment identified by the lidt BTL uses the temporal operatdrsrst andnext;, i € w.
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The operatorfirst is used to identify the first moment in time, whitext; refers to

theith alternative successor of the current moment in time. The synt8Xlbextends the
syntax of first-order logic with two formation rulesAfis a formula then so airst Aand

next; A. The semantics of temporal formulasBifL are given using the notion bfanching

temporal interpretatiorj31]:

Definition 3. A branching temporal interpretatioor simply atemporal interpretation bf

the temporal logiBTLcomprises a non-empty defcalled the domain of the interpretation,
together with an element d for each variable or constant symbol and an element of
[List(w) — 2P"] for eachn-ary predicate symbol.

In the following definition, the satisfaction relationis defined in terms of temporal
interpretationsk; ; A denotes that a formula is true at a momentin some temporal
interpretation.

Definition 4. The semantics of the elements of the temporal I&Jit are given recursively

as follows:

(1) For anyn-ary predicate symbop and termseo, ..., e,—1, Fr:p(eo, ..., en—1) iff
(I(eq), ..., I(en—1)) € I(p)();

(2) E;—Aiff itis not the case thatt; ; A;

(3) ':1,114 A B iff }ZIJA and|=1,,B;

(4) Fr (Yx)Aiff Fjq/x.A foralld e D, where the interpretatioh[d/x] is the same as
| except that the variabbeis assigned the elemedt

(5) Fr; firstAiff Frj4;

(6) ':[’[ next; A iff ':1,[,‘|l]A.

If a formulaAis true in a temporal interpretatidrat all moments in time, it is said to be
true inl (we writelF; A) andl is called amodelof A.

When we focus on Branching-time Datalogrograms, the interpretations we consider
are Herbrand ones. As usual, tHerbrand universd/p of a programP is the set of all
constant symbols that appearRnTemporal Herbrand interpretationsan be regarded as
subsets of theemporal Herbrand basg p of P, consisting of alcanonical ground temporal
atomswhose predicate symbols appeaPiand whose arguments are terms in the Herbrand
universeUp of P. In particular, given a subsketof Bp, we can define a temporal Herbrand
interpretatiorl by the following:

(CO, M) Cn—1> € I(p)([l].» ey lk]) Iﬁ
first next; --- next; p(co,...,cn-1) € H.

A temporal Herbrand mode$ a temporal Herbrand interpretation which is a model of the
program. In the rest of the paper, when we refer to a “model of a program” we always mean
a temporal Herbrand model.

An important subset of Branching-time Dataltig obtained when one considers a single
next; operator. In this case, the language obtained is in fact a linear-time one, and it is more
convenient to model the underlying set of time moments by the séhatural numbers (the
empty list corresponds to 0 and the [iat. . ., /] containingk consecutive’s corresponds
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to the natural numbek). The operatofirst is used to express the first moment in time
(i.e. time 0), whilenext refers to the next moment in time. We will often writext*

to represent a sequencelofiext operators. The language obtained in this way will be
called Linear-time Datalog Since the underlying set of time moments of this language
is w, a temporal interpretation now assigns to eadry predicate symbol, an element of
[w — 2P"].

The satisfaction relatidn of the underlying linear-time logic is defined as before, the only
difference being the simpler notion of time. The two semantic equations that are simplified
are:

(5) Fr s first Aiff Fj0A

(6) Frrnext Aiff Fj,11 A

Allthe other concepts regarding Linear-time Datal@ge special cases of the corresponding
concepts for Branching-time DataldgAn example program in this simpler language is the
“traffic-lights” one given in the introductory section.

We close this section with a brief discussion on the operational semantics (i.e., proof
procedures) that can be defined for branching-time languages. More specifically, if we
restrict attention to Branching-time Datalog (i.e., the subset of Branching-time Datalog
that does not use negation), then a bottom-up proof procedure can be easily defined using
an immediate consequence operator (see for exaf8pJe For the more general case of
branching-time logic programming [31], a resolution-based proof system can be defined
(see [31, Section 5]). Additionally, a more sophisticated proof procedure for such languages
is defined in [11]. However, for Branching-time Datalbtipere does not exist at present an
appropriate proof procedure. It is obvious that such a proof procedure would rely on the
semantics that one adopts for negation. We believe that the temporal stratification notion
that we define in this paper can form the basis for a proof procedure for Branching-time
Datalog'.

3. Local stratification in temporal deductive databases

In this section we formally define the notionsifatificationandlocal stratificationfor
Branching-time Datalog programs (and therefore also for Linear-time Datal@mes).
These notions are actually easy extensions of the corresponding concepts in classical de-
ductive databases [1,27].

Definition 5. Let P be a Branching-time Datalogprogram. ThenP is calledstratified if
it is possible to partition the set of all predicate symbols in P into disjoint sets (chibee)
So, 81, - .., Sy, so that for every clause

H <« Aq,...,A,,—B1,...,7B,.

in P such that the predicate symboltdfbelongs taS; with 0<k <r, the following hold:
e The predicate symbol of; belongs thj <k Sj, for1<i<n.

e The predicate symbol a8; belongs thj<k S;, for 1<i<m.
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Local stratification is defined in a similar way, in terms of the temporal Herbrand base
instead of the set of predicate symbols:

Definition 6. LetP be a Branching-time Datalogorogram. ThenR is calledlocally strat-
ified if it is possible to partition its temporal Herbrand baBg into disjoint sets (called
strata) So, S1, ..., S, ..., Wherea < y andy is a countable ordinal so that for every
canonical ground instance

H <« A, ...,A;,,—B1,...,—By.

of a clause irP such thati € S, with o < y, the following hold:

e A; belongs t(U,@ S;, for 1<i<n.

e B; belongstdJ;_, S, for 1<i <m.
The following theorem is easy to prove:

Theorem 7. If a Branching-time Datalog program is stratified then it is locally stratified

In the rest of the paper, we will use alternative, more convenient, definitions of stratifi-
cation and local stratification, given by Theore®sl2, and 14 that follow. These def-
initions use the graph-theoretic notions [13] difected walkand closed walk Recall
that a directed walk in a grap® is a (finite or infinite) sequence of vertices and edges,
voe1v1 - - - Vr—1€x v - - - in Whiche; is an edge fromy;_1 to v;. A closed walk is a directed
walk that has the same first and last vertices. In the following we will also need Definitions 8,
10, and 11 which are the Branching-time Datal@galogs of the corresponding definitions
that have been proposed [27,26] for classical deductive databases.

Definition 8. Let P be a Branching-time Datalogprogram. Thepredicate dependency
graph PDGp of Pis a graph whose vertex set is the set of predicate symbBlaimd whose
edges are determined as follows: there exists an edgeprung iff there exists a clause
C in P such thatp is the predicate symbol in the head ©@fandq appears as a predicate
symbol in the body o€. If there is a clause whose head predicafedsd its body contains
a negated atom whose predicate then the edge from to g is callednegative

Theorem 9. A Branching-time Datalog program P is stratified if and only if its predicate
dependency graph does not contain any cycle that passes through negative edges

Proof. The proof is analogous to the one for the classical Hse [J

Definition 10. Let P be a Branching-time Datalogorogram. Theatom dependency graph
ADGp of Pis a graph whose vertex set is the temporal Herbrand Basaf P and whose
edges are determined as followsAifandB are two temporal atoms iBp, there exists a
directed edge from to B if and only if there exists a canonical ground temporal instance
of a clause inP whose head i$\ and whose body contains eithBror —B. If there is a
canonical ground temporal instance of a clause whose hewadrig its body containsB
then the edge from to B is callednegative
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Definition 11. LetP be aBranching-time Datalogprogram. For any two canonical ground
temporal atom#& andB in Bp we write A < B if there exists a directed walk in the atom-
dependency grapADGp leading fromA to B and passing through at least one negative
edge. We call the relatioa thepriority relation between canonical ground temporal atoms.

Now, the following two theorems provide alternative definitions for local stratification
in Branching-time Datalog (actually the first one is a temporal analogue of Theorem 3, p.
206, of[27], and its proof is similar):

Theorem 12. A Branching-time Datalog program P is locally stratified if and only if
every increasing sequence of canonical ground temporal atoms undgefinite

Definition 13. Let P be a Branching-time Datalogprogram. A walk in the atom depen-
dency grapADGp of P is abad walkif it contains infinitely many occurrences of negative
edges.

Theorem 14. A Branching-time Datalog program P is locally stratified if and only if its
atom dependency graph ARGloes not contain any bad walk

Proof. Infinite increasing sequences undecorrespond to bad walks. [J

As in the classical case, every locally stratified Branching-time Datapmggram has a
uniqueperfecttemporal Herbrand) model. This notion is precisely defined by the following:

Definition 15. LetM andN be two distinct temporal Herbrand models of a Branching-time
Datalog® programP. Then,N is calledpreferableto M if for every canonical ground atom
Ain N — M, there exists a canonical ground atBrim M — N such thatA < B. Atemporal
Herbrand modeW of P is calledperfectif there are no temporal Herbrand model$dhat

are preferable td.

Theorem 16. Every locally stratified Branching-time Datal@gorogram P has a unique
perfect temporal Herbrand model

Again, the proof of the above theorem is similar to the proof of Theorem 4, p. 208, of
[27].

We conclude this section with a remark that is quite important for practical reasons
because it demonstrates that the unit clauses (facts) of a given program can be ignored when
one tests the program for local stratification. Actually, the following proposition (adapted
from Proposition 3.3 of [24] concerning general logic programs) can be easily established:

Proposition 17. Let P be a Branching-time DatalOgporogram Then P is locally stratified
if and only if the program consisting of the non-unit clauses of P is locally stratified

Notice that the above proposition does not simply suggest that the unit clauses are not used
in the construction of the atom dependency graph of a program; it additionally suggests that
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the constant symbols that appear only in the unit clauses do not play any role with respect
to local stratification.

4. Temporal stratification

The notions of stratification and local stratification presented in the last section are two
possible candidates that one can consider when attempting to add negation to a temporal
deductive database. However, (classical) stratification is too restrictive for such formalisms
since it completely ignores their temporal nature. More specifically, applying the classical
stratification test to a Branching-time Datalbgrogram (for example, the program in the
introductory section) would in many cases result to the rejection of the program (although
the program might appear to be meaningful).

Consider on the other hand the addition of locally stratified negation to Branching-time
Datalog'. It is well known that local stratification is undecidable for logic programs with
function symbolg5]. For Branching-time Datalogthe problem of local stratification is
decidable (as we show in Theorem 62). Therefore, at first sight local stratification seems to
be a reasonable choice since it takes into consideration the temporal aspect of the language.
However, as the following theorem demonstrates, local stratification for Datatog
co-NP hard problem, and this easily implies (Corollary 20) that local stratification for
Branching-time Datalog is also a co-NP hard problem. This result suggests that adding
local stratification to the languages we consider is impractical: there does not exist a test
that can decidefficientlywhether a given Branching-time Datalogrogram is locally
stratified.

Theorem 18. The Local Stratification of Datalogprograms is a co-NP hard problem

Proof. It is sufficient to reduce any NP-hard problem to the complement of Local Strati-
fication of Datalog@. It is well-known that deciding if a given graph contains a Hamilton
cycle (that is a cycle that passes exactly once from every vertex) is an NP-hard problem.
We will reduce this problem to the complement of the Local Stratification of Datalog
More specifically, given a grap& (V, E), we will construct a Datalog programP such
that G contains a Hamilton cycle if and only B is not locally stratified. Notice that for
both problems the size of the input is the length of its representation as a string, which is
the standard measure used in complexity theory.

Assume thaG consists ohvertices labeled,’2, . . ., n andmedges. TheRis constructed
so asto consistef + 1 clauses, and contains a single predicate symbbérity 2. Ground
atoms of the Herbrand base Bfrepresent the states while traversing a Hamilton cycle of
G. In any atom that may appear in the ground instantiation of a claudeiactly one of
the firstn arguments ip has the value 1, indicating the current vertex. Therdasguments
are used to mark the vertices@fvisited so far.

For every edgéi, j) € E, P contains a corresponding clausg ;):

p(S].»SZs"'asnsul»MZS"'vun) (_p(t1$t27"'1tn7v17U27"'svn)7
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where

e 5; =15, =0,forl<k<n, k #1i,

o tj =11 =0,forl<k<n, k # j,

o u; =0,v; =1,u = v = Xy forall ksuch that Kk<n, k # j (X)’s are distinct
variables).

The intuitive meaning of clausg; ;) is that traversing edgg, ;) while following a Hamil-

ton cycle changes the current vertex frota j and also addpto the set of visited vertices.
Moreover,P contains the following clausgé-.:

»(1,0,...,0,1,1,...,1) < =p(1,0,...,0,0,0,...,0).

The head of”-, is the state in which the current vertex is 1 and all the vertices are visited
and the body of’_, is the state in which the current vertex is 1 and no vertex is visited. In
other words, traversing this edge of the atom dependency dkB@p, has the effect of
resetting the set of all visited vertices when completing a Hamilton cycle.

The size of prograr® as well as the time required for its construction are polynomial to
the size ofG. We now prove thaG contains a Hamilton cycle if and onlyH is not locally
stratified.

For the one direction assume that the gr&ptontains a Hamilton cycleg, x1, x2, . . .,

x, = xp. Without loss of generality, we assume that= 1. Let A; be the atom represent-
ing the state after following edges of the Hamilton cycle, starting from vertex 1 (notice
that vertex 1 will be considered as visited only at the end of the Hamilton cycle). More
specifically,

Ai:p(r17r27"'1rn9w19w27"'1wn)a

wherer; = 1if j = x; andr; = 0 otherwisew; = 1if j = x;, for somek such that
1<k<i andw; = 0 otherwise.

Then,A; < A;41, 0<i<n — 1, is aground instance of the clausg, ,,.,). Moreover,

A, < —Apis exactly claus&—.

ConsequentlyAg, A1, A>. .. A, form a cycle in the atom dependency graplPpivhich
contains a negative edge. A bad walk can be constructed by repeating the above cycle
infinitely many times. This implies th& is not locally stratified.

Conversely, assume thBtis not locally stratified, that is it contains a bad walk. The
only clause inP that contains negation i5_.. Hence, the only negative edge in the atom
dependency graph & is the one from the atorH in the head ofC- to the atonB in the
body of C—.. Since a bad walk passes through this edge infinitely many times, there must
be a walkw = ApA1---A;y whereAg = B and A, = H, that passes through edges
corresponding to clauses other th@an.

Letx; be the current vertex if;, and suppose that we traveisérom Ag to Ax. In Ag no
vertex is visited and the current vertexxis= 1. According to the construction &, when
we move fromA; to A; 11, the number of visited vertices increases by one, which implies
that the current vertex of; 1 was not visited in4;. When we reach; the current vertex
is 1 and all vertices have been visited exactly once. Consequestly, which implies that
the sequence of the current vertiogsxy, . .., x, is a Hamilton cycle in G. O
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As the proof of the above theorem uses only one predicate symbol and two constants, the
following is immediate:

Corollary 19. The Local Stratification of Datalogprograms is a co-NP hard problem
even for programs that use one predicate symbol and two constants in the non-unit.clauses

Based on the above, the following can be easily derived:

Corollary 20. The Local Stratification of Branching-time Datalogrograms is a co-NP
hard problem even for programs that use one predicate symbol and two constants in the
non-unit clauses

The above result is rather discouraging since it implies that there does not exist an
efficient procedure for detecting whether a given Branching-time Datafmggram is
locally stratified. It is therefore natural to wonder whether there exists an alternative notion
of stratification which is intermediate between classical stratification and local stratification
and which can be decided in an efficient way. The following definitions introthkroporal
stratificationwhich possesses the above properties.

Definition 21. Let P be a Branching-time Datalogorogram. Then, thekeleton $f P is
the propositional program that results after removing all the arguments of the predicates
inP.

Notice that the skeleton of a given Branching-time Datalpgogram is itself a (simpler
in structure) Branching-time Dataldgorogram. Therefore, all the notions that we have
defined so far for Branching-time Datalogrograms transfer directly to skeletons as well.

Example 22. Let P be the following program:

first nexty p(X,Y) <« — q(¥,X).

nexty p(X,X) <« q(X,X).

q(X,Y) <« next; nexty p(X,Z), — nexty p(Z,Y).
nexts r(Z) <« - r(2).

Then, the skeletoBof P is the propositional program:

first nexty; p < — q.

nexty p <« q.

q < next; nexty p, — next; p.
nexts r < — r.

Definition 23. A Branching-time Datalog programP is said to béemporally stratifiedf
the skeleton oP is locally stratified.

The theorems that follow establish the fact that for the languages we consider the idea of
temporal stratification is an intermediate notion between stratification and local stratifica-
tion.
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Theorem 24. If a Branching-time Datalog program is stratified then it is temporally
stratified

Proof. LetP be a given Branching-time Dataldgrrogram and assume that it is stratified

but not temporally stratified. Then, the atom dependency graph of the skel®aoiwfains

a bad walk. Notice now that for every edge of the atom dependency graph of the skeleton
there exists a corresponding edge in the predicate dependency®ragh of P (which

has resulted from the same clausé)nThis implies that by following the corresponding
edgesinP DG p, we can find a walk that has infinitely many negative edges. She& p

has finite size, this walk has to contain a negative cycle. TherePig,not stratified
(contradiction). [

However, a temporally stratified program is not necessarily stratified as the following
example illustrates:

Example 25. Consider the Branching-time Datalogrogram:

first next; r(a) <« — first r(a).

This program is temporally stratified since its skeleton is locally stratified. However, the
program is not stratified due to the existence of a negative cycle in its predicate dependency
graph.

Theorem 26. If a Branching-time Datalog program is temporally stratified then it is
locally stratified

Proof. LetP be a given Branching-time Datalogrogram and assume that it is temporally
stratified but not locally stratified. This implies that there exists a bad walk in the atom
dependency grapADGp of P. Observe now that for every edge ADGp there exists a
corresponding edge in the atom dependency graph of the skeleRnTbfs implies that

the latter graph also contains a bad walk. Therefore the skele®@isafot locally stratified

and consequentll is not temporally stratified (contradiction).]

The converse of the above theorem is not true as the following example illustrates:

Example 27. Consider the Branching-time Datalogrogram:
first r(a) <« — first r(b).

The atom dependency graph of the above program does not contain any bad walks and
therefore the above program is locally stratified.
On the other hand, the skeleton of the above program is

first r < — first r .

The atom dependency graph of this program contains a negative cycle and therefore the
skeleton is not locally stratified.
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We close this section with a theorem that together with Coroérgstablish the bor-
derline between tractable and intractable cases of local stratification for Branching-time
Datalog® programs (with respect to their number of constants). As Corollary 20 suggests,
local stratification for Branching-time Dataldds co-NP hard even for programs that use
one predicate symbol and two constants in the non-unit clauses. This leads to the question
of what happens in the remaining cases (namely for programs that use at most one con-
stant in the non-unit clauses and an arbitrary number of predicates). The following theorem
demonstrates that in these cases local stratification is equivalent to temporal stratification
which (as it will be later proved) is polynomial-time decidable.

Theorem 28. Let P be a Branching-time DatalOgprogram that contains at most one
constant symbol in the non-unit claus@&sen P is locally stratified iff it is temporally
stratified

Proof. The ‘if’ direction is Theoren26. For the ‘only if’ direction, first observe that by
Proposition 17P is locally stratified if and only if the program (sa§’) consisting of
the non-unit clauses @® is locally stratified. Now, since there exists only one constant
symbol (saya) in P/, from each clause aP’ we get only one ground instance. Moreover,
a predicate symbagp in the skeleton ofP’ always corresponds to the same atom in the
instantiated program (and vice-versa). Therefore, the atom dependency gralandfof

its skeleton are isomorphic.l]

5. A temporal stratification test for linear-time deductive databases

In this section we propose a temporal stratification test for Linear-time Dataldwe
new test builds on theycle-sum teghat was proposed in [29]. The test of [29] constructs the
so-calledcycle-sum grapha weighted directed graph whose nodes are program predicates.
A program passes the test if all the cycles in the graph have positive sums of weights.
However, the construction of this graph does not take into consideration the negated atoms
of the source program. It is therefore possible (as pointed out in [29]) that many programs
will not pass the test although they appear to have a well-defined meaning. In particular, the
test even rejects certain temporal programs that do not use negation (in case their cycle-sum
graph contains cycles with non-positive sum of weights).

The test that we develop in this section broadens significantly the class of acceptable
programs when compared to that of [29] (and of course it trivially accepts all positive pro-
grams). Moreover, the class of temporal programs accepted by the new test is strictly greater
than the classes of programs accepted by the other existing approaches [34,19,12,15,18].

5.1. The extended cycle-sum test

The basic idea behind the proposed test is that one need not examine the whole cycle-sum
graph but only those strongly connected components that contain at least one negatively
signed edge. For these components, a careful inspection that takes into consideration the
negatively signed edges of each component has to be performed.
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As discussed in Sectiagh a Linear-time Datalogprogram is called temporally stratified
when the skeleton of the program is locally stratified. For this reason, all the definitions that
will be given below for the extended cycle-sum test will be based on the skeleton of the
given program.

Definition 29. LetP be a Linear-time Datalogprogram Sbe the skeleton @ andC be a
clause inS LetH be the head of and letA be an atom in the body @. Then,dif(H, A),
is defined as follows:

k —m, if time(H) = first next’ andtime(A) = first next™,
k —m, if time(H) = next* andtime(A) = next™,

k —m, if time(H) = nextX andtime(A) = first next™,

—o00, if time(H) = first next® andtime(A) = next™.

dif(H, A) =

The intuition behind the above definition is the followirdif(H, A) is a lower bound for

the temporal difference between the canonical atoms correspondidgatal A in any
canonical instance df. In particular, the value-oco used in the last case of the above
definition, signifies that in this case it is not possible to determine a finite integer value
by which the head leads the atom in the body in the worst case. The following definition
formalizes the notion of thextended cycle-sum grapifithe skeleton of a given program.

Definition 30. LetPbe aLinear-time Datalogprogram anébe its skeleton. Thextended
cycle-sum graplf Sis a directed labeled multi-graph with self-loofps/ s = (V, E). The
setV of vertices ofCGy is the set of predicate symbols appearin&ifhe set of edges
consists of triplegp, ¢, 1), wherep,q € V andl € (Z U {—o0}) x {*+’,"—"}. An edge
(p, q, (w, s)) belongs toE if there exists a clause iBwith an atomH as its head and an
atomA occurring in its body such that the predicate symboHaois p and the predicate
symbol ofAisq; w = dif(H, A); s ='—"if Aoccurs negatively in the clause body ang
‘4’ otherwise.

Definition 31. Let P be a Linear-time Datalogprogram ands be its skeleton. TherR
passes the extended cycle-sum test if in any strongly connected comporé@t dhat
contains a negatively signed edge the following conditions both hold:

(1) The sum of weights across every cycle is non-negative.

(2) Every cycle which has a zero sum of weights does not contain a negatively signed edge.

Example 32. Consider the following skeletddof a progran® and its associated extended
cycle-sum graph depicted in Fity:

first p.

P < g

q < p-

next p < — r.
next r <« q.

The cycle-sum graplf G s consists of a single strongly connected component which con-
tains a negatively signed edge. The sum of weights across every cycle of the graph is
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(0,+)

Fig. 1. The extended cycle-sum graph of the skel&onExample32.

non-negative. The only cycle that has zero sum of weights does not contain any negatively
signed edge. Therefore, progréhpasses the extended cycle-sum test.

One can easily verify thab is locally stratified, by taking stratum) to be equal to:
si = {first next! p, first next! q, first next! r}.

It is worth noting here that the extended cycle-sum test can be implemented efficiently
using standard graph algorithms. More specifically, the existence of a cycle with non-positive
sum of weights in a strongly connected component can be detected using an algorithm for
shortest paths, that operates on graphs with negative weights, such as the Bellman—Ford
algorithm, seg8], or the Gabow-Tarjan algorithm [9] which is the best known algorithm
for the above problem. A technique working along these lines has been used in [16] to
implement the cycle-sum test proposed in [29].

5.2. Properties of the extended cycle-sum test

In the following, we demonstrate that a Linear-time Datalggogram that passes the
extended cycle-sum test is temporally stratified. Before stating the main theorem of this
section, we need the following two simple lemmata:

Lemma 33. Let P be a Linear-time Datalogprogram and S be its skeletoAssume that
in ADGg there exists an edge from vertexrst next* p to vertexfirst next™” q. Then
there exists an edge i6iG s from vertex p to vertex q with weight at mast m.

Proof. Straightforward using the definition dff and the construction afGs. [
Lemma 34. Let W be a closed walk in a directed weighted graphT®en there exists
a sequence ofnot necessarily distingtcyclesCy, ..., Cy of G such that the sum of the

weights of the edges of W is equal to the sum of the weights of the ed@es. of, Cy.

The proof of the above lemma is easy, and it was initially givej24j.
This leads us to the main theorem of this subsection:
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Theorem 35. Ifa Linear-time Datalod program P passes the extended cycle-sum test then
it is temporally stratified

Proof. Assume thaP passes the extended cycle-sum test but it is not temporally stratified.

Then, by Definition23 the skeletors of P is not locally stratified. By Theorem 12, this

means that there exists an infinite increasing sequance A, < - - - of canonical atoms

of the temporal Herbrand base &f Since the program contains a finite set of predicate

names, there exists an infinite subsequence of the fatrat next ! p < first next*?

p < ---, i.e., asubsequence in which all atoms have the same predicate name. There must

be somd such that; 1 >k; (because otherwise the subsequence would end). It is easy

to check (using Lemma 33) that this implies the existence of a closed wéalk ynwhich

contains a negatively signed edge and has non-positive sum of weights (less than or equal

tok; —k;+1). Moreover this closed walk is entirely contained in a single strongly connected

component of the cycle-sum graph (because the subgraph that corresponds to the walk is

itself strongly connected). This closed walk can be decomposed into a sequence of simple

cycles that have the same sum of weights as the walk (Lemma 34). There are two cases:

e either there exists a cycle with negative sum of weights, or

¢ all cycles of the walk have zero sum of weights (and at least one of these cycles contains
a negatively signed edge).

In both cases, the cycle-sum test will fail fer [J

We now examine an interesting class of programs for which the converse of the above
theorem also holds:

Definition 36. The set ofopen Linear-time Datalog programsconsists of those Linear-
time Datalog programs in which all non-unit clauses contain only open temporal
atoms.

The following graph-theoretic lemma will be necessary in the discussion that will
follow:

Lemma 37. Let G be a weighted directed multi-graph with self-lodpest SC be a strongly
connected component of G that contains a cycle with negative sum of weights across its
edgesThen for every edge e of SC there exists a closed walk in SC that contains e and has
negative sum of weights

Proof. Let C be a cycle inSCwith negative sum of weights and letbe an edge ir5C

from vertexu to vertexv. Then for an arbitrary vertexin C, there exists a pativ; from x

to u and a pathwz from v to x, since these vertices belong to the same strongly connected
component. Then starting frorpwe can construct a closed walk ew> that containg. If

the sum of weights across this walk is positive, we can extend the walk with an appropriate
number of repetitions of the cycl@, until the sum of the weights becomes negativé.]

The following two lemmata will be used in the proof of Theoréth
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Lemma 38. Let P be an open Linear-time Dataldgrogram and let S be its skeletdret

e be an edge i€ G 5 from p to g with weight wThen there exists a non-negative number
denoted by, such that for every >k, there exists an edge in ARGrom first next*

p to first nextf~* g. Moreover, if e is negatively signed then the corresponding edges
in ADGg are also negatively signed

Proof. The existence ofin CGg implies that there exists a clauseSwith headnext” p
and whose body contaimext”~" . Takek, = r. The lemma follows directly according
to the definition ofADGg. [

Lemma 39. Let P be an open Linear-time Dataldgprrogram and let S be its skeleton. Let
W = poe1pi1...enpm be awalk in CG. Then there exists amg such that for alln > no,
there exists a walk in ADGfrom first next” pgto first next” ? p,,, where d is the
sum of the weights across W. MoreopMélV contains a negatively signed edgfeen each
corresponding walk irC G g also contains a negatively signed edge

Proof. For each edge;, 0<i <m, of the walk, letk,, be the number determined for edge
e; by Lemma38. Letk = maxk,, | 0<i <m} and lets be the sum of all positive weights
acrossW. Takeng = k + s. Let w; be the weight of edge; and letd; = Z;zl w;. For
any valuen >ng, consider the sequence of vertiags v, ..., v, in ADGg, wherev; =
first next” 9 pi, 0<i <m (notice thatn — d; >0 and therefore the above canonical
temporal atoms are meaningful). Since= k +s >k, +d;, we get thak — d; > k., . Thus,
we can apply Lemma 38 for every edge 1<i <m, to prove that there exists an edge in
ADG;g from v;_1 to v;. This means that the sequence of vertiggs1, . . ., v, form a walk

in ADGg, fromvg = first next” pgtov,, = first next" ¢ p,, (notice thatd,, = d).

To complete the proof observe that the number of negatively signed edges in both walks are
equal, due to Lemma 38.01

Theorem 40. Let P be an open Linear-time Datalogrogram. ThenP passes the extended
cycle-sum test if and only if P is temporally stratified.

Proof. The one direction is TheoreB5. For the other direction assume tRas temporally

stratified but it fails to pass the extended cycle-sum test. This means that there exists a

strongly connected compone@t of CGs (whereS is the skeleton oP) containing a

negatively signed edge such that either:

(1) there exists a cycle iG whose sum of weights is negative, or

(2) there exists a cycle i®, containing a negatively signed edge, that has a zero sum of
weights.

Then, in both cases we can construct a closed Walk= poeops ... e, pn (Wherep,, =

po) in CGyg, that contains a negatively signed edge and has a non-positive sum of weights

equal tod. In particular, in the first case, if the negatively signed edge is not contained in

a negative cycle we can apply Lemi®ato get the desired closed walk. Then, by Lemma

39, for some sufficiently largk, there exists a walk iIRDGg from first next® pg to

first next?~? po, that contains a negatively signed edge. THiis;st nextX py <

first next’? pg. Applying Lemma 39 repeatedly, we obtain an infinitely increasing
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sequence of canonical temporal atoms (of the fimst next* pg < first next*~ pg
< ... < firstnextc " py < ...). ThereforeSis not locally stratified and consequently
P is not temporally stratified (contradiction) ]

6. A temporal stratification test for branching-time deductive databases

In this section we develop a test for detecting whether a given Branching-time Datalog
program is temporally stratified. The test differs in a number of ways from the extended
cycle-sum test of the previous section. One basic difference is that the test that will be
described in the following covers the whole class of temporally stratified programs (but at
the cost of a higher complexity). Moreover, the philosophy behind the two tests is different
(but this issue will be further discussed in Sectin

We can now explain at an informal level the basic idea behind the test that will follow.
Given a Branching-time Datalogprogram, we first obtain its skeleton. Then, we apply a
series of transformations on the skeleton in such a way that at each step the information
needed to verify local stratification is preserved. It is important to note that the programs
obtained by applying the transformation steps are not necessarily semantically equivalent
to the skeleton (but they preserve all information needed to decide local stratification).
In general, the programs that result may contain much more clauses than the skeleton,
but each clause is very simple in structure. We then demonstrate that the initial question of
whether a given Branching-time Datalogrogram is temporally stratified can be answered
by examining the (much simpler) question of whether two programs that result from the
transformation procedure, are stratified.

The three transformations that are applied on the skeleton of the initial program are
program normalizationwalk normalizatiorandsubprogram extractiorand are described
in the next three subsections.

6.1. Program normalization

Let P be a Branching-time Dataldgprogram and le§ be its skeleton. Then, program
normalization consists aflause normalizatiomndtemporal reference normalizatiaf S.
Intuitively, clause normalization transforms each non-unit clause into a set of clauses that
have exactly one atom in their body. Temporal reference normalization transforms each
clause obtained after clause normalization into a set of clauses each one of which has a
restricted number of temporal operators.

Stepl: Clause normalization.
The purpose of this step is to eliminate fr@those clauses that contain more than one
atoms in their bodies. We construct a new progt&rirom Shy replacing every clause:

H <« Ay,...A,,B1,...,—B,.
in S, withm + n > 1, by the followingm + n clauses:

H <« Aj.
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H <~ A,.
H <« —Bj.

H < —B,.
Lemma 41. S is locally stratified iffS’ is locally stratified
Proof. The atom dependency graphs of the two programs are identical.

Example 42. Consider the following skeletoBof a given Branching-time DatalOgpro-
gram:

(I1) firstnextyp <« —aq.

(12) nextyp < aq.

(I3) g < nextj nexty p, —~ nexti p.

(14) nextzr <« —r.

(I5) g« —r.

Then, by applying the clause normalization step we get the progfam

(J1) firstnexty p<« —q.

(J2) nextyp <« q.

(J3) q <« nextj nexty p.

(J4) q < —nextip.

(J5) nextzr < —r.

J6) q« —r.

Notice that the clauser3 andJ4 have resulted from the transformation of clal&én S

Step2: Temporal reference normalization.

The purpose of this step is to decrease the number of temporal operators that appear in
a program clause. We construct a new progdnfirom S’ as follows. Every clause of the
form:

[first] next;, ---next; p < [~][first] next; ---next;, q.

in

in §’, withn +m > 0, is replaced by the following + m + 1 clauses:

next;, px < Pk—1. for1<k<n
[first] po < [—][first] qo. (base clausg
gr—1 < next; gr. for1<r<m

wherep, = p, gm = g andpy, q,, for 1<k <n — 1 and I<r <m — 1, are new predicate
symbols, used only for this clause.

If the operatorfirst or the negation symbol appears in the original clause, then it is
placed in the same position of the base clause: if the atom in the head (body) of the clause
in §’ is first next;, --- next;, p (first next;, --- next;, q), then the head (body)
of the base clause &irst pg (first qg). Moreover if the body of the original clause
contains negation then the body of the base clause also contains negation. Notice that we
could omit replacement in the case that the operaiterst does not appear in the clause
andm +n = 1.
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Lemma 43. S’ is locally stratified iffS” is locally stratified

Proof. Edges inthe atom dependency grapli‘aforrespond to chains of edges in the atom
dependency graph &’. A bad walk in one graph, can be transformed into a bad walk in
the other. [J

Example 44(Continued from Exampl42). Consider the prograr§’ that has resulted in
Example42. Then, by applying the temporal reference normalization step we get the fol-
lowing programs”:

(1) nextop <« t.

(2) firstt <« —q.

(3) nextyp <«aq.

(4) q<«u

(5) u <« nextgs.

(6) s < nextap.

(7) q < —next1p.

(8) nextzr « —r.

(9) q« —r.

In the above program, clauses 1 and 2 have been obtained by transformingldlafise
while clauses 4, 5 and 6 are obtained from clai&e

Notice now that there are six different types of clauseS’independing on the form of
the temporal references:
future clausesp < [—] next; Q.
past clausesiext; p < [—]g.
present clauseg < [—]g.
canonical clausesirst p < [—] first q.
clauses with canonical head and open bddy:st p < [—] g.
e clauses with open head and canonical bqdy- [—] first g.
The above different types of clauses will be used in the rest of the paper in order to formalize
the proposed test.

6.2. Walk normalization

During walk normalization certain clauses are added’tdn order to obtain a new
programS*. The goal of this transformation is that the endpoints of certain walks that exist
in ADGg~ will be directly connected by an edgeADGg-. As a result, if there exists a bad
walk in ADGgr, then there exists a bad walk with a special form (more easily detectable)
in ADGg-.

In the following, we define three different types of walks (namelwalk b-walk and
c-walk whose bypassing makes the detection of local stratification much easier. We start
with the definition of a-walk bypassing and continue with b and c-walk bypassing.

Step3: a-walk bypassing.

Consider the atom dependency gra#dDGg~ of the normalized prograr’. Recall that
time(A) denotes the temporal reference of the athniet [time(A)| be the length (the
number of temporal operators) tiine(A). Then:



404 C. Nomikos et al. / Theoretical Computer Science 342 (2005) 382—-415

Definition 45. Awalk (of length>2) in ADGg» from Ato B is ana-walkif all the following
conditions hold:

e time(A) = time(B).

e For every intermediate nodgin the walk,|time(C)| > |time(A)]|.

e Every edge corresponds to a future, past or present clause.

Now, S” is the least set of clauses that satisfies the following conditions:
e S” contains all clauses ifi”.
e S” is transitive with respect to its present clauses, that is if
p < [—]r.
r < [—lq.
belong toS”, then the clause

p < [—lq.

also belongs ts””.
e If atriple of clauses
p < [—] next; r.
r < [—]s.
next; s < [—lg.
or a pair of clauses
p <[] next; r.
next; r < [—]q.
belongs taS”, then the clause

p < [—lq.

also belongs t¢””.

In all cases, the atom in the body of the new clause is negated iff at least one of the original
clauses contains negation.

Certain remarks concerning the consequences of the above transformation are in order.
Since all a-walks irADGg» have been bypassed (as this will be demonstrated by the two
lemmata that follow), then for any bad walk ADGg» whose edges correspond to future,
past or present clauses $if, there also exists a bad walk which is formed from edges that
correspond to only future and present clauses. This is because the effect of past edges is to
take us back to a point of time that we have already encountered, and therefore by doing
a-walk bypassing we cancel entirely the need to consider past edges. Of course, present and
future edges are still essential because their interplay can lead to bad walks. The temporal
stratification test that will be proposed later in the paper will be based on the above remark
(that past edges are inessential and therefore can be removed). The following two lemmata
describe the consequences of a-walk bypassing:

Lemma 46. S” is locally stratified iffS” is locally stratified

Proof. If $" is locally stratified then obviousl$” is locally stratified, since the atom
dependency graph ¢f” is obtained by that of” by adding edges.
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Conversely assume th&t’ is not locally stratified, i.e. its atom dependency grapGg»
contains a walkw with infinitely many negative edges. But every edgeuireither is
contained iNnADGg~ or corresponds to a finite walk IRDGg». We can obtain an infinite
walk in ADGg» by replacing each edge in not in ADGg» with the corresponding walk.
Notice that the number of negative edges is not decreased by this process. Tifumt
locally stratified. [J

Lemma 47. S” is not locally stratified iff its atom dependency graph contains a bad walk
without a-subwalks

Proof. The ‘if’ direction is straightforward. For the ‘only if’ direction, assume tisét is

not locally stratified, i.e., it contains a bad walk. We can show by induction on the number of
past edges contained in an a-walk that its end points are also connected directly by an edge
in the atom dependency graph $f, which is negative iff the a-walk contains a negative
edge. Following the bad walk, we can replace every maximal a-walk by the corresponding
direct edge. The resulting walk also contains an infinite number of negative edges and does
not contain a-subwalks.[]

Example 48(Continued from Examplé4). By applying a-walk bypassing to the program
S” of Example44, we get the following new clauses:

(10) s « t. (from clauses 6 and 1)
(11) s < q. (from clauses 6 and 3)
(12) s < u. (from clauses 11 and 4)
(13) s « —r. (from clauses 11 and 9)

Clauses 1-13 constitute the prograff.

Step4: b- and c-walk bypassing.

The bypassing of a-walks is sufficient for programs that do not contain canonical atoms
in the non-unit clauses. However, if the source program contains such canonical atoms then
the test that we develop requires the bypassing of b-walks and c-walks, which are defined
as follows:

Definition 49. A walk in ADGg» from A to B is ab-walkif the following conditions are

all satisfied:

e The first edge in the walk corresponds to a clause with canonical head and open body.
e The last edge in the walk corresponds to a past clause.

e Every intermediate edge corresponds either to a past clause or to a present clause.

Definition 50. Awalk in ADGg» from Ato B is ac-walkif the following conditions are all
satisfied:

e The first edge in the walk corresponds to a future clause.

e The last edge in the walk corresponds to a clause with open head and canonical body.
e Every intermediate edge corresponds either to a future clause or to a present clause.

Notice that the definitions of b-walk and c-walk are symmetric.
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Now, S* is the least set of clauses that satisfies the following conditions:
e S* contains all clauses if”’.
e If atriple of clauses

firstp « [—]r.
r < [—]s.
next; s < [—lg.

or a pair of clauses

firstp « [—]r.
next; r < [—]q.

belongs taS*, then the clause
firstp < [—lq.
also belongs ts™*.
e If atriple of clauses

qg < [—]next; r
r < [—]s.
s <[] firstp

or a pair of clauses
q < [~]next; r
r < [—]firstp
belongs tas*, then the clause
q <[] firstp
also belongs t¢™.
In all cases, the atom in the body of the new clause is negated iff at least one of the original
clauses contains negation.

Notice that although a b-walk or c-walk may contain consecutive present edges, consid-
ering at most triples of clauses is sufficient, sis¢eis transitive with respect to its present
clauses.

Intuitively, b-walk bypassing eliminates the necessity of using past edges after edges that
correspond to clauses with canonical head and open body. Symmetrically, c-walk bypassing
eliminates the necessity of using future edges before edges that correspond to clauses with
open head and canonical body.

The following lemma is straightforward:

Lemma 51. S is locally stratified iffS* is locally stratified

Proof. The proof is similar to that of Lemmad6. Again additional edges correspond to
walks in the original atom dependency grapli

Example 52(Continued from Examplé8). By applying b-walk and c-walk bypassing to
the programs”’ of Example48, we get an extra clause:

(14) firstt <« —r. (from clauses 2, 9 and 8)
Clauses 1-14 constitute the progréin
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We can now define the notion abrmal walk

Definition 53. An infinite walk in ADGg-+ starting atA is anormal walkif the following
conditions both hold:

e It does not contain any subwalk that is an a-walk, b-walk or c-walk.

e For every vertexC in the walk, |time(C)| > |time(A)|.

Lemma 54. $* is not locally stratified iff its atom dependency graph contains a normal
bad walk

Proof. The ‘if’ direction is straightforward. For the ‘only if’ direction, we first observe
that the endpoints of a b-walk or c-walk in the atom dependency gragh afe directly
connected by an edge. Moreover, this direct edge is negative iff the corresponding b-walk
or c-walk contains a negative edge. This can be easily proved by induction on the number
of past (present) edges that are contained in the b-walk (c-walk).

Suppose thaf* is not locally stratified. Then, by Lemn&i, the same holds fas"”.

From Lemma 47 there exists a bad walk without a-subwalks in the atom dependency graph
of §””. SinceS* is an extension a$””’ the same bad walk also exists in the atom dependency
graph ofS*.

Following this bad walk, we can replace every maximal b-walk or c-walk by the corre-
sponding direct edge. Notice that this process does not introduce any new a-walks. Thus
the resulting walkw does not contain a-walks, b-walks or c-walks. Moreowetontains
infinitely many negative edges.

To complete the proof we will show thatcontains a final part which is normal. We claim
that there exists a unique temporal referengith minimum length among all the canonical
ground atoms irw. To prove this claim consider two different temporal refereng¢emd
t2 of the same length. Now, any walk that connects two atoms with temporal refergnces
andr must pass through an atom whose temporal reference is a common prefenof
t2; this is because in order to get fromto r» one must first remove from the longest
possible suffix that makes it differ from. Consequently; andzs cannot have minimum
length and the claim is true.

The final subwalk ofv starting at the first vertex that has temporal referéns@ormal
and contains infinitely many negative edge§]

6.3. Subprogram extraction

In the last step of the transformation, two subprograinands; of S* are extracted. As
it will be demonstrated, one can decide if the skeledamlocally stratified, by deciding if
both S7 andS3 are stratified.

Step5: Subprogram extraction.
The Subprogram extraction step consists of the production of the following two subpro-
grams ofS*:
e Sj is the program that contains only the present and future clausgs of
e S3 is the program that results by deleting all future and past clausgs of
The following lemma demonstrates the importance of the above two subprograms:
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Lemma 55. S* is locally stratified iff bothS; and S5 are locally stratified

Proof. The ‘only if’ direction is straightforward. For the other direction, we will show that
if $* is not locally stratified then the atom dependency graph of at least ofigafd S5
contains a bad walk.

Assume thatS* is not locally stratified. According to Lemn®4 the atom dependency
graph ofS* contains a normal bad walk . We consider two cases:

Casel: Walk w passes through finitely many atoms with temporal reference equal to
first. In that case there exists a final subwalkof w , which is normal and bad, that
never passes through an atom with temporal referémnest. This implies thaiv’ does not
contain any edge that corresponds to a clausé that contains canonical atoms. Moreover,
we claim thatw” does not contain any edge corresponding to a past clause. To prove this
fact, consider for the sake of contradiction the first edgew’ that corresponds to a past
clause. If all the edges beforein w’ correspond to present clauses, thencannot be
normal, since the second property of normality is violated. On the other hand if an edge that
corresponds to a future clause appears befimew’ then an a-walk is formed, which also
contradicts the normality of’. Thus,w’ contains edges that correspond only to present
or future clauses, which implies that it is also contained in the atom dependency graph
of S7.

C%atsez: Walk w passes through infinitely many atoms with temporal reference equal to
first. We claim thatw does not contain any edge that corresponds to a future or a past
clause. To prove the claim notice thatuif passes through an edge that corresponds to a
future clause, then it must later pass through an edge that corresponds to either a past clause
or a clause with open head and canonical body (because it will pass through an atom with
temporal referenceirst). This is impossible since in the former casevould contain an
a-subwalk and in the latter case a c-subwalk. Consequentdges not contain any future
edge. Similarlyw cannot contain an edge corresponding to a past clause since in that case
it would contain an a-subwalk or a b-subwalk. Thus the claim is true. Consequeatso
exists in the atom dependency graptsyf

In any case at least one §f andS3 is not locally stratified. [

Example 56(Continued from Examplg2). ProgramsSj consists of the clauses 4-7 and
9-13 ands; consists of the clauses 2,4 and 9-14.

The next two lemmata demonstrate that for the progréfnandS; local stratification
coincides with stratification:

Lemma 57. S7 is locally stratified iff it is stratified

Proof. If ST is stratified, then it is also locally stratified from Theor@mFor the other
direction assume thal is not stratified and lepo, p1. ..., p.—1, po be a cycle of length
nin its predicate dependency graph that contains a negative edge. We deritéhby
temporal reference in the body of the clause corresponding to the(pddae®; 1) modn)-
Notice thatT; is null for edges corresponding to present clauses.
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Consider the infinite sequence of temporal atotpsAzg, . . ., A;, ... such that the pred-
icate symbol of4; is p; mog, @nd the temporal referené® of A; is defined recursively as
follows: Rg = first andR; 1 = R; if T; modn, = Null, otherwiseR; 1 = R; T; modn -

It is easy to check thad; and A, are adjacent in the atom dependency grapKjof
Moreover there exists at least one negative edge in the subwalk with endpgintnd
A1), for everyk > 0. Consequentlysy is not locally stratified, since tha;’s form a
bad walk in its atom dependency graph.]

Lemma 58. S5 is locally stratified iff it is stratified

Proof. If S is stratified, then it is also locally stratified from Theor@mFor the other
direction assume tha; is not stratified and lepo, p1. ..., p.—1. po be a cycle of length

nin its predicate dependency graph that contains a negative edgef Thetpg, first

p1, ..., firstp,_1, firstpo is a cycle in the atom dependency graptshthat contains

a negative edge. By repeating this cycle infinitely many times we construct a bad walk.
Consequentlyss is not locally stratified. [

6.4. The temporal stratification test

Based on the results of the previous subsections we can now define the temporal stratifi-
cation test for Branching-time Datalogrograms:

Definition 59. Let P be a Branching-time Datalogorogram andsy, S5 the programs ob-
tained by applying Steps 1-5to the skeleSmfiP. Then P passes theemporal stratification
testif S7 andS3 are stratified.

Theorem 60. A Branching-time Datalog program P passes the temporal stratification
test if and only if it is temporally stratified

Proof. Itis an immediate consequence of Lemméta43, 46, 51, 55, 57, 58.[]

Example 61(Continued from Exampl&6). The predicate dependency graphs of programs
S7 ands; are shown in Fig2. Obviously neither graph contains a cycle with negative edge,
thusSis locally stratified.

It is important to note that the temporal stratification test can be significantly simplified
when the source program does not contain canonical temporal references in the non-unit
clauses. In this case Step 4 can be omitted since it does not introduce any new clauses
(because there do not exist any b-walks or c-walks). Moreover, in this case it can be easily
seen thaf; is a subset of; and therefore the test need only examiijigor stratification.

The temporal stratification test operates in polynomial time, however its complexity is
higher than that of the extended cycle-sum test. The most expensive part of the test consists of
steps 3and 4. In particular step 3 requires to maintain the transitive closure of present clauses,
while new present clauses are added to the program. This can be efficiently performed using
the algorithm proposed by Italianoin [14], which is applied to an appropriate auxiliary graph.
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p t s t

Fig. 2. The predicate dependency graph§jpandss.

Step 4 can be implemented in a similar way. However, we believe that a detailed description
of the implementation of the test would be rather lengthy and is therefore beyond the scope
of this paper.

We close this section with a theorem concerning the decidability of local stratification
for Branching-time Datalog:

Theorem 62. The Local Stratification problem for Branching-time Datalog decidable

Proof. LetP a Branching-time Datalogprogram and leP’ be the program consisting of

all ground instances of the clausedAnThen, P’ is finite (since Branching-time DatalGg

does not use function symbols). Moreover, the atom dependency graphanof P’ are
identical and therefor® is locally stratified if and only ifP’ is locally stratified. Now,
since P’ does not contain any variables one can replace every atom by a propositional
symbol, getting a program”. Obviously,P’ is locally stratified if and only ifP” is locally
stratified. But sinceP” is propositional it coincides with its skeleton and thereffreis
locally stratified if and only if it is temporally stratified. Consequently, we can deciBe if

is locally stratified by applying the temporal stratification tesPto [J

The above theorem is mainly of theoretical importance since the decision procedure
presupposes the construction of the ground instantiation of the source program (whose size
may be exponentially larger than the size of the initial program). However, the main idea
of the theorem is interesting since it demonstrates that local stratification may be decidable
for certain useful logic programming languages (even though their Herbrand universe may
be infinite).

7. A comparison of the two tests
The two temporal stratification tests described in this paper have a different underlying

philosophy and this fact gives to each one of them certain relative merit when compared to
the other one.
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First of all, the (extended) cycle-sum test is built on the notion of temporal difference
between atoms (namediif), which is a lower bound quantity. Therefore, there exist cases
in which a program is temporally stratified but this cannot be detected by the extended
cycle-sum test. The following example illustrates this state of affairs.

Example 63. Let P be the following program:

first p(X) <« — first next q(X).
first next next q(X) <« — first next p(X).

The skeletorSof P is

first p < — first next q.
first next next q <« — first next p.

Itis easy to see that althou@tis temporally stratified, it is rejected by the (extended) cycle-
sum test: the cycle-sum graph of its skeleton contains a cycle with zero sum of weights and
a negatively signed edge.

Consider now the application of the branching-time test. One can easily see that the
programsS* that results is the following:

first p < — first r.
r < next q.

next q < s.

next s <« t.

first t <« — first u
u < next p.

r < s.

The programs; is

r < s.
r < next q.
u < next p.

The programsy is

first p < — first r.
first t <« — first u.
r < s.

Both S7 andsS3 are stratified and therefofgis locally stratified.

Therefore, although the extended cycle-sum test covers a significant subclass of Linear-time
Datalog’, it does not exhaust the whole class (while the branching-time test does). It is an
open question for us whether there exists a simple test that is based on temporal differences
and which covers the whole class of Linear-time Datalpgograms.

On the other hand however, the extended cycle-sum test does not alter in any way the
skeleton of the input program. This is an important advantage because the branching-time
test introduces during the program normalization steps a (possibly large) number of extra
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clauses based on the structure of the input program; additionally the test may introduce extra
clauses due to the transitive closure procedure that it performs during the walk normalization
steps.

8. Related work

To our knowledge, only a few other results exist regarding stratified negation in tem-
poral logic programming. The pioneering work in this area appears to be the idéé of
stratificationproposed iff34] which applies toXY-Datalog a language proposed for com-
bining active and deductive databases. XY-Datalog clauses use a distinguished argument,
called thestage argumentn the same way that Linear-time Datalogossesses an implicit
time argument. The idea of XY-stratification is applied to programs that have a restricted
syntax when compared to that of Linear-time Datalpgnd for this reason the extended
cycle-sum test is more general than XY-stratification.

More recentlystate stratificatior{19] was proposed, an approach which applies to the
languageStatelogHowever, state stratification only applies to programs thgtagressive
(in Linear-time Datalog terminology this means that the temporal reference of the head
of a clause is greater than or equal to the temporal references of the atoms that appear in
the clause body). This makes state stratification less generally applicable since it disallows
clauses in which body atoms look “further into the future” than the head of the clause (and
which are quite common in temporal logic programming). It should be noted, however,
that the state stratification approach is based on the notit@apfwvhich is similar to the
notion of dif of the cycle-sum approach (the basic difference being that leaps are always
non-negative).

Similar restrictions to the ones discussed above for Statelog also applytentperal
stratificationapproach proposed for Starlog programs in [18]. More specifically, Starlog
implicitly addscausalityconstraints to program clauses. As mentioned in [18], “causality
means that no truth in the past is defined in terms of truth in the future” or equivalently “the
timestamp of the head is no less than the timestamp of any literal in its body”. Clearly, the
notion of causality is equivalent to the notion of progressiveness in Statelog.

In [15] the classes of ELS and EMS programs are proposed. Again, in these programs
there exists a distinguished argument in predicatesdtitata-level argumepton which
certain conditions must be satisfied. For example, in ELS programs the authors of [15]
impose certain restrictions, one of which is that “if s(N) occurs in a body literal, then the
head atom must have a strata-level argument of s(N)”. EMS programs are more general than
ELS ones but again the definitions given in [15] imply that even for this class the strata-level
argument of a literal in the body of a clause cannot be greater than the strata-level argument
in the head of the clause.

Last but not least we should mention the work in [24] which investigates sulfficient
conditions for local stratification of classical logic programs by taking into account the
complexity of terms. Since the approach in [24] applies to arbitrary logic programs, it is
natural to wonder whether this technique is weaker than our approach when one restricts
attention to temporal programs. As the following example demonstrates, there exist classical
logic programs for which the technique of [24] results t@e'hot know output and whose
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local stratifiability can be decided by our temporal stratification test (provided that they have
been properly encoded as Branching-time Datalpgpgrams). More specifically, consider
the following program (given as Example 4.33, p. 22§24)):

p(X) « = q(f(£EN).
q(f(Y)) <« r(g().
r(g(g(2))) <« p(D.

The above program when run through the algorithm in [24] for testing local stratification,
results to a Do not know output (which signifies that the algorithm is unable to decide
whether the program is locally stratified or not).

We can however, translate the above program in Branching-time Databfpllows:

P < — next; next; q.
next; q < nexty r.
nexty nexty; r <« p.

It is straightforward to show that the above two programs are equivalent from a local
stratification point of view (actually, their atom dependency graphs are isomorphic). Now,

by applying the proposed algorithm one can easily see that the above (second) program is
a locally stratified one. We do not give the full transformation since it results to 13 clauses.
From these clauses one need only examine the subset that corresponds to present and future
clauses. The predicate dependency graph of this set is acyclic which implies that the program
is locally stratified.

9. Discussion

Temporal deductive databases are promising formalisms whose properties and applica-
tions appear to require further research. We believe that the techniques developed in this
paper contribute along this direction. There are, however, many aspects of this work that
require further investigation. We briefly mention some of them:

e It would be interesting to embed the proposed tests in a practical system for temporal
deductive databases. This would require an efficient implementation of the tests (an
implementation of the linear-time test has already been under{82¢rbased on the
ideas developed in [16]). An embedding of the tests in a temporal deductive database
would give a feeling of how useful negation is in such a framework.

e The extended cycle-sum test developed in this paper covers a broad class of temporally
stratified programs. It would be interesting, however, to investigate whether there exists
a similar (i.e. temporal difference based) test that exhausts the whole class of temporally
stratified Linear-time Datalogprograms.

e Linear time temporal logic programming is only an instance of the much more general
paradigm ofntensional logic programminf23]. Is it possible to develop a test that would
apply to many different intensional languages, which, however, share some common
semantic properties? The work in [23] which creates a language-independent semantic
framework for intensional languages, might be a good starting point here.
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We believe that answers to the above questions would offer a better understanding for the
interplay between temporal deductive databases and negation.
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