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ying crews of airline companies is a hard combinatorial problem,given the complexity of the constraints that have to be satis�ed and the hugesearch space that has to be explored. The problem is often tackled by breakingit down into the crew pairing subproblem which consists of constructing pair-ings from 
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communities in these two areas for many years until today. For a recent overviewon optimization problems and solution techniques in the airline industry, we referto [7, 10].By construction, OR methods view a problem globally, taking into accountall variables and usually more than one or even most constraints at a time. Bycalculating upper and lower bounds on the costs, they show a good ability toidentify promising parts of the search space. However, they often su�er fromminor local con
icts which might prevent a feasible solution from being found.On the other hand, CP methods can e�ciently handle feasibility problems byresolving local con
icts using algorithms based on arc consistency and advancedsearch techniques. Respectively, CP methods lack the ability to view the variablesand constraints of a problem globally and therefore often have problems whenstuck in local optima.During the last decade, some work was done on the crew rostering problem.Column Generation methods have proved to be quite successful (see e.g. [3, 5,8]). For solving the railway crew rostering problem { which is similar, but notidentical to the airline crew rostering problem { Caprara et al. developed bothan OR and a CLP based approach (see [1, 2]). For the latter one, a lower boundfrom the OR �eld was used to improve the algorithm.Within the Parrot Esprit Project 24960 and together with our projectpartners, we developed a direct CP-based approach (DCPA) and an indirectapproach following the CP-based column generation framework (CPCGA) (see[6]) for the Airline Crew Assignment Problem (CAP). In this paper, we show howthese two approaches can be combined to overcome their inherent limitations.2 The Airline Crew Assignment ProblemGiven a set of crew members, a set of pairings, a set of rules and a cost function,a roster is an assignment of a subset of pairings to one speci�c crew member.A schedule is a set of rosters such that all rules are obeyed and every pairing isassigned to exactly one crew member. Rules can concern a single crew memberor multiple crew members. Single crew member rules concern each individualcrew member's roster, stating for example that no two temporally overlappingpairings can be assigned to the same crew member. Multiple crew member rulesconcern more than one crew member, stating for example that two given pairingsmust be assigned to two crew members out of which at least one must have acertain level of experience. The cost function associates a cost with every legalschedule and its minimization is desired.In our case, every rule in the rule set only deals with just one single crewmember, and the objective function is linear over the rosters. That means thatonly single crew member rules can be modeled and that the cost of the entiresolution to the CAP is de�ned as the sum of the costs of the selected rosters.There is no more restriction to combining rosters to a solution than to obeythe basic restriction that every pairing must be assigned to exactly one crewmember, i.e. there are no multiple crew member rules. More formally:



2.1 De�nitionLet k;m; n 2 N and let C := f1; : : : ;mg the set of crew members and T :=f1; : : : ; ng the set of pairings.1. Let R := C � 2T . Every r 2 R is called a roster and R is called the set ofall possible rosters.2. Let B := f0; 1g and H := fh1; : : : ; hk j hi : R ! B 81 � i � kg. Everyh 2 H is called a (single crew member) rule and H is called a rule set.3. A roster r 2 R is called legal (with respect to a rule set H) i� h(r) = 1 8h 2H. L(H) := fr 2 R; r is legalg is the set of legal rosters (with respect to therule set H).4. f : R! Q+ is called a cost function.5. The Crew Assignment Problem (CAP) is to minimize P1�i�m f((ci; ti)),where (ci; ti) 2 L(H) 81 � i � m s.t.(a) fc1; : : : ; cmg = C(b) [1�i�m ti = T where ti \ tj 6= ; ) i = j 81 � i; j � mNotice, that the model as stated above neither allows non linear objectiveswhen combining rosters nor permits to restrict the combination of rosters byadditional multiple crew member rules one might be interested in when tacklingreal life applications. Nevertheless, both DCPA and CPCGA allow to treat linearmultiple crew member rules as well.3 Two approaches to solve the CAPIn this section, we brie
y introduce the two approaches for CAP we want tocombine later. As our main focus in this paper is on integration, however, we donot go into too much detail here and rather refer to other papers describing thealgorithms in more detail instead.3.1 CPCGAThe de�nition of the CAP as stated above allows a natural decomposition into aset partitioning master problem and the subproblem of generating legal rosters.Thus, it is possible to tackle the problem with a CP-based column generationapproach (see [4]). Alternately, the sub- and the master problem are being solved:Legal, individual rosters with negative reduced costs are being generated andadded to the pool of rosters that have been produced so far. Then, in the masteriteration step, rosters out of the pool are chosen, one for each crew member, suchthat each pairing is covered exactly once. The structure of the master problemis that of a set partitioning problem (SPP). It can be relaxed to a set coveringproblem (SCP) by only requiring the pairings to be 
own by one or more crewmembers.



3.2 DCPAThe other algorithm developed to tackle the CAP is the direct CP approach. Inthat DCPA, each complete feasible solution of the CAP is constructed by solv-ing the corresponding constraint satisfaction problem (see [9]). This problem ismodeled by a set of variables { one variable for each pairing having as domainthe set of crew members { and a set of constraints that comprise the inherentdisjunctive constraint (no crew member can be assigned two overlapping pair-ings) and the rules in the given rule set. The problem is solved by exploring thesearch space, assisted by the CP propagation mechanism which prunes incon-sistent possibilities as early as possible. Special heuristics that depend on theinvolved cost function are used to guide the search towards promising parts ofthe search space, as far as quality is concerned.4 Integration4.1 Startup HeuristicIn the CPCGA, columns are generated for each crew member sequentially. Byusing dual information, columns with negative reduced costs are generated, thus(when the problem is non degenerate) leading to a decrease in the continuousrelaxation of the master problem. Therefore, to �nd high quality rosters, \good"dual values are needed. Especially in the beginning, the information containedin the dual values is very poor. This is because usually no feasible solution isknown at this point and penalties stemming from dummy columns (that haveto be introduced in the master problem to guarantee the existence of a solution)have a great impact on the dual values.DCPA can help here. In the integrated approach it is used to generate a bunchof complete feasible solutions in the beginning, thereby providing one column foreach crew member with every schedule found. A large variety of search methodsmay be used, but some of them, such as Depth-Bounded Discrepancy Search(see [11]), guarantee that columns will be adequately di�erent from each otherto make the indirect method even more e�cient. Thus, a �rst set of columnsthat we know can be feasibly combined to a complete Set Partitioning Solutionprovides the CPCGA with the necessary \grip" to accelerate towards promisingparts of the search space with respect to the \real" objective without disturbingpenalties.In any case, it is guaranteed that the indirect method �nds a feasible solutionthat is at least as good as the best of those that were provided to it.4.2 Combination of Columns - SPP vs. SCPFor the columns generated by the CPCGA, we �nd that they can be combinedto Set Covering Solutions much better than to Set Partitioning Solutions (SetCovering meaning here to relax the pairing partitioning constraint, i.e. it is onlyrequired that every pairing is assigned to at least one crew member). That it



is easier to cover all pairings than to partition the work is due to the fact thatrosters are generated for one crew member at a time, �rst assigning work to acrew member rather than deassigning it. This is a greedy branching directiondecision within the branch-and-bound roster generation process. It is motivatedby the fact that dense rosters usually cost less than sparse ones.The Set Covering Solution directs us towards a very promising region regard-ing total costs. The global nature of the method encourages the assumption thata big part of the suggested Set Covering Solution is part of a Set PartitioningSolution whose cost is close to that of the covering one. However, local con
ictsstill have to be resolved to produce a feasible Set Partitioning Solution.Therefore, the Set Covering Solution is handed back to the DCPA whichresolves local inconsistencies by deassigning and reassigning overcovered pairings(in our experiments usually less than 5%), whenever possible, or backtrackingif the Set Covering Solution cannot be repaired to a Set Partitioning one. Thisprocedure corresponds to completing a partial solution, and it is carried out usingthe same tools (heuristics and search methods) as in the case of generating acomplete solution from scratch. When such a Set Partitioning Solution is found,it will hopefully be of better cost than the ones produced in the previous step.That solution can then be locally re�ned producing another set of partitioningsolutions, which will then be handed back to the CPCGA and so on. This localre�nement is achieved by deassigning some pairings { it is a matter of intelligentchoice which ones to select {, freezing the rest and searching again for bettersolutions.In the above description, the same objective function is used in both ap-proaches. Since, however, the major burden of optimization falls on the ORpart, it is also worthwhile to drop the optimization part from the CP side {partially or entirely { and to use dual values for crews and pairings providedfrom the OR side to produce columns that can lead to better solutions of thecontinuous relaxation of the master problem. Dual values can either be used asheuristic information through the search (e.g. as Shortest Path Constraint, see[4]) or even as new objective function.The use of computationally produced information, such as dual values forguiding the CP search, is generally of great interest, since direct methods con-ventionally rely heavily on hand made heuristics tailored to speci�c problems,which limits their generic potential and applicability.5 Numerical ResultsExperiments were carried out with real life data sets of a European airline com-pany. Figure 1 shows the costs versus time plot for CPCGA, DCPA and theconsolidated approach for a data set with 7 crew members and 129 pairings. Ini-tialy DCPA generates a solution and passes it over to CPCGA which performsone optimization iteration. The resulting solutions are passed back to DCPAwhich rebuilds the best solution found and then locally searches for solutions ofbetter or equal quality containing as many rosters with negative reduced costs as



possible which are then passed back to the CPCGA and the process is repeated.The same approach is used against a bigger problem as shown in �gure 2. In thiscase however, where bigger problems are involved, more solutions are providedto the CPCGA in the initial step using a combination of locally searching areasnear the �rst solution found with the Dds search method and a heuristic basedon the original one which in addition takes care of creating diverse rosters.The plots depict the expected behavior of CPCGA and DCPA. CPCGAsteadily optimizes the objective, but the costs of the initial solution are veryhigh low. Moreover, the time needed to �nd a �rst solution, grows with theproblems size. On the other hand, DCPA �nds relatively good solutions quicklyby using heuristic information, but soon gets stuck. The consolidated approachbene�ts from both approaches: it �nds good solutions quickly because of DCPAand then steadily continues to re�ne the solutions due to the help of CPCGA.It can also be seen that the consolidated approach is slower than DCPA earlyin the experiments. It is a question of parameter tuning to �nd an implemen-tation that has reasonable criteria at hand to decide whether DCPA is stuck ornot.Above the results presented here, we experiment with data from two moreairline cases that di�er not only in size, but also in the rules and regulations. Pre-liminary results show, that similar e�ects as concluded here can also be observedin the other airline cases.
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Fig. 1. Data set with 7 crew members and 129 pairings.
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