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Protection of Sensitive Data: Creating, Analyzing
and Testing Protocols of Differential Privacy

Nikolaos G. Galanis

ABSTRACT

The problem of preserving privacy while extracting information during data
analysis, has been an everlasting one. Specifically, during the big data era, user
details can be easily compromised by a malicious handler, something considered
both as a security, and as a privacy issue.

An ideal answer to this problem is finding a balance that would benefit the users
and their privacy, as well as researchers who try to collect and analyze data for
scientific reasons, while allowing no other party to access the data. The optimal
fix to the subject is Differential Privacy: a promise, made by the data handler to
the user, that their privacy will not be affected, by allowing their data to be used
in any analysis, while the output data statistics should be accurate enough for

any researcher to extract useful information from them.

The goal of this thesis was to examine and compare previously created
mechanisms for D.P from companies like IBM, Google and tools like ARX, in order
to determine if they succeed to keep that promise. Moreover, a result of this
thesis was the creation of our own mechanism that serves the purpose of
achieving Local D.P., a form of Differential Privacy that is nowadays widely used
in machine learning algorithms. Even though the scientific community has come
up with lots of similar algorithms, it was discovered that when the number of
users used in such a protocol is limited, the accuracy error is extremely large.
Thus, a new protocol was constructed and tested in comparison with pre-existing
ones, alongside with an easy-to-use library that allows the user to use a plethora
of protocols. During this thesis a lot of evaluation of the methods was used, in
order to prove the usability and the efficiency of Differential Privacy.
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1 INTRODUCTION

In general, when we consider the problem of privacy, we refer to the protection
of the disclosure of sensitive information of individuals, when a collection of data
about these individuals (dataset) is made publicly available.

There are many proposed solutions to the problem, with the main two categories
that have been widely spread being privacy via anonymization (which is
demonstrated in techniques like k-anonymity), and privacy via randomization.
We are going to focus on the latter, given the fact that the first method has been
proven to be prone to many different attacks (deanonymization attacks).

The most effective and up-to-date method for applying privacy into a dataset, is
via randomization. The method used is called Differential Privacy and is based on
injecting noise into the users’ data.

Differential Privacy is actually a promise made by the data handlers, to the
participants of a study:” You will not be affected, adversely or otherwise, by
allowing your data to be used in any study or analysis, no matter what other
studies/ datasets/ info resources are available”

The goal is to make the data widely available for analysis, while protecting the
users. However, is it possible to learn nothing about an individual, while
gathering useful information about a population? This is actually what D.P. is

trying to achieve.

A more formal definition of D.P. is the following:
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Arandomized algorithm M with domain N™ is (¢, §)-differentially private, if for all

S € Range(n) and for all x,y \in N {|x|} s.t. ||x — y||1 <1
Pr[M(x) € S] < e‘Pr[M(y) € S]+ 6

where the probability space is over the coin flips of the mechanisms M. If 6= 0,

we say that M is e-differentially private.

As mentioned during the definition, due to the room that is left for its
interpretation, there can be many forms of Differential Privacy. There are two
major fields recognized, the Global D.P. and the Local D.P.. Their major difference
is the curator of the data. In the Global model, the curator must be trusted, as he
collects the non-private data and has to pass them through a D.P. algorithm. On
the other hand, in the Local model, the curator may as well be untrusted, since
the users perturb their data on their own, using a specific protocol. The key

differences of the two forms are shown in the Figure below.

Originil Data Owner-1 Owner-2 Owner-n
. ll LDP Agorithm
Tru sled+Cu rator
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Global Differential Privacy
Local Differential Privacy
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Request
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Another difference between the two models is the amount of noise added. With
the absence of a trusted curator, the users themselves must add a significant
amount of noise into their data, in order to preserve their privacy. This of course
results in a need of many users (several thousands), in order for the L.D.P.

protocols to function correctly and accurately. In this thesis, we are going to
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examine both models, by quoting their definitions, observing already existing
algorithms, and creating our own L.D.P. protocol.

As every new step in Computer Science, Differential Privacy has some issues that
are yet to be solved, and some others not covered by its definition. One major
problem is the behavior of the protocols when the number of users is limited.
The definition of D.P. is based on the alteration of the data in order not to reveal
sensitive information. Thus, if a small number of users are involved in those
protocols, the accuracy of the results might be way off the standards that we set,
in order to satisfy the epsilon requirements of the user. Another (unsolvable)
issue, that mainly lies on the basis of surveys, is the possibility that conclusions
drawn from a survey may reflect statistical information about an individual. For
example, if a survey about the correlation of smoking and dental problems is
conducted, someone that has specific dental problems might be deemed as a
smoker, despite keeping his privacy about the fact that he is smoking, during the
survey. That is something that D.P. does not promise: unconditional freedom
from distinguishing. This is not however a violation of the definition of D.P., as
the survey teaches us that specific private attributes correlate with public
observable attributes, since this correlation would be observed independent of
the presence or absence of the individual in the survey. There are several more
issues as the ones covered above, however we are not going to focus on those,
rather on the advantages of D.P.

2 EXAMINATION OF PREVIOUSLY-EXISTING GLOBAL DP
LIBRARIES

The first goal of this Thesis is to examine previously existing programming
libraries and APIs that provide the application of Differential Privacy to a dataset.
This has been achieved by many companies, such as Google and IBM, but also
from research programs like ARX that study the benefits of data privacy. We
separate those implementations regarding their output. The possible outputs of
a mechanism that adds D.P. to a dataset can be:
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e An answer to a query, in a private manner.

e An anonymized dataset that meets the criteria of D.P.

In the first category, we can distinguish libraries such as Google’s and IBM’s, that
have functions which if applied on a dataset, and given a specific query, can
return a single answer. In the second one, we can find libraries such as the ARX
tool, that given a dataset and a group of privacy settings (such as the amount of
noise to be inserted), produces an anonymized version of a dataset, that has
obviously reduced information in comparison to the original one, but is usable
by the final user.

We are going to conduct all our testings using noise generated by the Laplace
Mechanism, thus we must first define its theoretical behavior. The £1 sensitivity
of a query f is defined as following:

Af = {“xr_nyellff:l}llf(x) = f(y)ll1

Where x, y € NIXI.

This quantity shows the effect by which a single participant’s data can change in
the worst case during the query f, and thus, the uncertainty that we must insert
to the response in order to protect them.

The Laplace Distribution with a scale b, is the distribution with probability density

function:

1 | x|
Lap(x|b) = e\ =%

whose variance is 6? = 2b?, and is actually a symmetric version of the exponential

distribution.

In order to be of use in our definition, the scale of the noise will be calibrated to
the sensitivity of the query f, divided by epsilon. Thus, the noise used will be
drawn from

10
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A
tap ()
When applying D.P. mechanisms to our data, we provide the privacy settings of
our choice (epsilon variable) and obtain an answer to each of our questions. Thus,
in our testings, our goal is to determine the accuracy of the answers, given a
specific €, or some other settings, and comparing them to the true answer, using
some metrics. Those metrics are different for each query type. In this section we

are going to focus on two types of queries: statistical, and histograms.

In each one of our following testings, we are going to run the query many times.
As we already know, D.P. relies on probabilistic algorithms that can sometimes
produce extreme results. This may be rare, but we want our testings and
conclusions to be accurate. So, we are going to run each query 100 times, and
return as a result the mean value of those runs.

In the case of statistical queries, their answer is usually a real number, so in order
to check their alteration with the true answer, we are going to consider the
absolute difference between the truth and the query answer.

The analytical conduction of the experiments is presented in the full Thesis paper.

3 ALIBRARY FOR LOCAL DIFFERENTIAL PRIVACY

3.1 Definition of Local D.P

As we mentioned in previous chapters, there are two major forms of Differential
Privacy. Having analyzed and tested the first one, Global D.P., it is now time to
examine Local D.P., by explaining some possible protocols, as well as building our

own.

In Local D.P., there is a significant difference compared to Global DP: there is no
trusted curator between the data and the users, as they just want to send their
data, while already being anonymized. Thus, an algorithm must perturb the data

11
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before sending it to the untrusted curator, who will then transmit it to the

analysts.

In order to achieve that goal, the user must randomize the value before making

it public (i.e., sending it to the untrusted curator). Then, the curator which collects

the data (we will reference to him as aggregator moving forward), collects the

data and tries to retrieve their original values, with a goal of producing the most

accurate results possible. Thus, each LDP algorithm has the following steps:

Each user encodes, and then perturbs the private value that he wants to
make public

Each user sends out the result of the perturbation process, with that being
only the final value, as they keep the intermediate results for themselves

The untrusted data curator collects each user’s value and implements
some kind of aggregation in order to retrieve the stats that he wants from
the data given to him.

In comparison with Global D.P., the Local model has advantages, as well as

disadvantages. Its main advantages are:

The user is not forced to trust the data curator, as only the perturbed value
is reported

Simpler implementation of the algorithms, due to the district steps taken
by both sides.

while the main disadvantages are the following:

The noise added should be larger than the Global model, in order to satisfy
the definition, thus the number of people in the dataset should be
significant for accurate results to be produced.

Because this is not always possible, many real-world applications use
extremely high values of epsilon compared to what we got used to during

our testing in the Global models.

During this Thesis, concern was raised for the main disadvantage of L.D.P., and

thus we will present a new protocol aiming to reduce the need for many users,

12
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while still covering the definition. However, the definition for L.D.P. is quite
different than the Global model one’s.

We can say that an algorithm A satisfies e-Local Differential Privacy, if and only if

for any input v1, v2, we have
Vy € Range(A): r[A(vy) = y] < e€* Pr[A(v,) = y]
where Range(A) denoted the set of all possible outputs of the algorithm A.

Apart from R.R., several L.D.P. protocols have been implemented during the
years, with many of them being widely used by companies in order to protect
users’ data. One of the most famous protocols is RAPPOR [15], created by Google,
and being currently used in the Chrome browser for the company to provide
useful info to its users without compromising their privacy. Also, Apple has
created its own protocol of L.D.P., and utilize it in their products.

However, we are not going to focus on those protocols moving forward, than the
ones presented in [10], a paper which introduces many algorithms for L.D.P.,
each one with different perturbation techniques and suitable for different

circumstances.

3.2 Previously existing Local D.P. protocols

During this chapter we gave a definition of each algorithm, implement it using
Python, and compare the accuracy results produced by those protocols, just like
during our testings of the G.D.P. models. Each protocol has two parts: the users
and the aggregator. For the users we must each time define the following

functions:

e Encode(): Encodes the true value that the user wants to report

e Perturb(): Perturbs the encoded value, in order to produce the random

value that will be reported

For the aggregator we must each time define the Aggregate() function, that
collects the reported random values of the users and produces the results
according to the model.

13
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The following protocols are presented in [10], and are called "pure” protocols,
because of the way they aggregate the data produced by the user. For each one
of them, we should define a Support() function, that indicates for each value of
the possible outcomes, the reported values that are supported. Thus, with the
notation Y, Support(y;) we mean the sum of all the supported values of the y
element of the dataset.

Also, for a protocol to be pure, two probabilities must be defined, p. and g+,
where the first notes the probability that the true value is supported by an
element y, and the second one the probability of another value is supported by
the elementy. The protocol is pure if and only if p - > ¢ -

If a protocol is pure, the estimation of the total reported values for an element of
the dataset i, is the following:

ZJ' 1support(yj)(i) —ngx*
p*—q°

Estimation =

where j denotes the jin user reporting their value, and n the total size of the vector
of the reported values.

The following pure and non-pure protocols were analyzed and tested in the
original thesis:

e Basic RAPPOR (non-pure)

e Extended RAPPOR (non-pure)

e Random Matrix Projection (non-pure)

e Direct Encoding (pure)

e Histogram Encoding (pure)

e Unary Encoding (pure)

The experiment that we will conduct is the accuracy error depending on the
number of users used during the survey covered by the protocol. In the definition
of L.D.P. the observation of the need of lots of users was made, and it is now time
that we examine it. We are going to use a fixed epsilon value, one that our
protocols behave similarly for (at least the pure ones, in which we will focus our

14
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research moving forward). Our epsilon value that we are going ot used will be
fixed and equal to 1.5.

We are going to run the protocols and compare them using the Manhattan
Distance. Additionally, we are each time going to divide the result of the metric
with the number of users participated, as the simple error is going to increase
when the users increase. Hence, this division is going to give us the error
depending on the size of our domain. The results are shown in Figure 4.5.

The results confirm the allegations made after explaining the definition of L.D.P.:
When the number of participants in a survey is low, the error produced is very
high. Every protocol has similar behavior, as we can see that for fewer than 1000
users the relative error is even 6 times larger than for more than 1000 users.
Actually, as we can see from the graph, the turning point is around 2000 users:
the relative error drops and stabilizes after this number of participants.

—— Direct Encoding
—— Histogram Encoding
1200 4 —— Unary Encoding
Random Matrix

1000 4

Accuracy Error

600

400

T T T T T T
0 2000 4000 6000 8000 10000
Number of users

That fact triggered our thoughts, on what could possibly be done in order to
reduce that problem. The thoughts made on this subject are analyzed in the next
chapter, by creating a new L.D.P. protocol, sensitive to the distance between the

true and the reported values.

15
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3.3 Adistance sensitive Local D.P. encoding protocol

In the previous section we discussed various LDP Protocols that function
extremely well for numerical values (histogram type), with accuracy that is
completely acceptable. However, when the number of users is limited, (e.qg.,
under 1000), we made the observation that the accuracy error is extremely large.
This is mainly due to the fact that the probability of an item to be chosen is
independent of the distance between the true and the selected value.

Thus, for the needs of this Thesis, a new L.D.P. protocol was constructed. The idea
proposed is to have the probability of choosing an element of the domain to
depend on the distance from the true value. This could prove very helpful for
histogram values but does not make any sense for categorical values. From now
on, we are going to focus on histogram values.

Based on our idea, the probabilities’ distribution, in comparison with the
distribution of the D.E. protocol, will look like the one in the following figures.

probability probability

q q
IFtJE domain size Ifﬁle domain size
Figure 1: Direct Encoding protocol’s Figure 2: Distance Sensitive protocol’s
probabilistic distribution Probabilistic distribution

Thus, there is an area around the true value that has high probability to be
selected. The width of this area (from now on 8) is defined by the epsilon setting
that the user wants to use. The idea for having a specific area and not decreasing
our probabilities as low as it goes when we diverge from the true value, is based
on our need to be able to serve low epsilon values, as the first would be a big no
for when the users want to use a high privacy setting.

16



Protection of Sensitive Data: Creating, Analyzing and Testing Protocols of Differential Privacy - Nikolaos G. Galanis

The mathematical background, structure, epsilon requirements and extreme
cases of the protocol are presented in detail in the full Thesis paper.

We are now going to define our protocol, by determining the 3 basic operations
for an LDP protocol, the encoding, the perturbation and the aggregation
methods. We are going to use the following symbols:

e D: The protocol’s domain. In this set, we have each ifor 1 < i < |D]| as
each item in the domain D
e a: The quantity that we computed in the previous section

e 0: The constant used in the previous section, which denotes the area
around the true value that the probabilities will be higher than others.

Encoding: The encoding procedure is trivial. Just like the Wang paper, we are just

going to set:
Encode(v) = v

for each value v of the domain. The values are going to be randomized during

the perturbation step.

Perturbation: Given the previous section, the randomization during the

perturbation step is define as following:

p=a ifi=x
4 = 70 c=min (6,|i — x|), otherwise

Pr[Perturb(z) =1i| = {

Aggregation: The aggregation step was the most tricky during the building of
the protocol. A similar approach to the aggregation of pure protocols was
chosen, but with a few changes. After several different tries, the optimal
aggregation found, was the following: the protocol supports only the reported
values corresponding to the true one, thus Support(v) = v. However, the p*

quantity is the sum of all the probabilities inside the area:

*

p*= Z p(x)
x€(—6,0)

17
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Finally, the g* quantity is the probability of choosing an element from outside the
0 area, thus, equal to s. Hence, the estimation generated for a value v of the
possible answers in the domain is defined as following:

z:J' 1support(vj) (i) —ng
p*—q"

Estimation =

The most difficult part of the implementation of our protocol consists of creating
the probabilistic distribution for each element of the domain, depending on the
true value. This can prove to be costly, if we have a large domain or if we are in
the case of the extreme x values.

However, we do not need to compute every single probability, as it is clear from
the definition that they are independent from the true value: they only depend
on a (and on the domain size in case of an extreme x value). The quantity |i — x|
can only take values in the range of [1,6], thus constant for every possible true
value. Moreover, for the domain values outside of the area, the probability is

fixed and equal to a Hence, the probabilities can be computed in

a
0(0+1)
advance, either by each user, or given to the protocol by the aggregator.

The protocol has been implemented using Python and can be found in the GitHub
repository of this Thesis. Moving forward, we are going to use this
implementation in order to conduct some testings to ensure the protocol’s
functionality.

The most important is how our protocol behaves for an increasing number of
users: we must check if it produces better accuracy error than the competitors.
This is our next testing, where we are going to set ¢ = [n(20), in order for the
conditions to be favorable for each one of the protocols. The results are shown
in the Figure 3.

18
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Figure 3: Increasing users measurements for D.S. protocol compared by Kantorovich
Distance

For the specific epsilon setting, our protocol produces extremely good accuracy
error for a small number of users., beating by a lot the U.E. protocol. The
comparisons have been made using the Kantorovich metric, the most
characteristic of them all, as it considers the distance between the real answers
and the projections, exactly what our protocol is designed to do.

In general, the D.S. protocol succeeds when the number of the participants in a
survey is extremely low, and functions similarly with the other protocols for an
increasing number of users. The downside is that it does not always takes full
advantage of the epsilon setting, as explained in a previous section. However, the
results are more than satisfying. Hence, this is a fully functioning protocol that
can be used for the application of L.D.P., especially in a situation when few people
take partin the survey. The protocol will be further tested in more extreme cases,
but this is beyond the scope of this Thesis.
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4 CONCLUSIONS AND FUTURE WORK

The goal of this thesis was to analyze the importance of protecting sensitive data
and doing so in an efficient way. After its elaboration, it is clear that Differential
Privacy is a secure and efficient way for data anonymization. Having two forms,
the Global and the Local, it can cover many different scenarios, including Machine
Learning applications.

Differential Privacy is the future of Data Protection and Anonymization, as its
results cannot be compromised, due to the random noise that the algorithms
introduce. Unlike previous methods, such as k-anonymity, there is not yet an
attack that can reduce the privacy created by D.P. algorithms, which makes this
technique ideal.

Despite the use of random noise, the data is still useful, as the mathematical ideas
behind the aggregation were built with the mindset of eliminating this noise

using data normalization.

Having explored many different applications, algorithms and protocols we can
safely say that when it comes down to Global D.P., IBM’s diffprivlib is a state-of-
the-art library that produces extremely good results. Its use is quite simple as a
Python APl is provided, thus can be safely added to any numerical dataset.

When someone wants to apply L.D.P. during a survey, the pure protocols
analyzed and tested are suitable for high efficiency combined with good
protections of the members. With simple algorithms, they do not require a
trusted curator in order to perform, hence users can perturb their data, and then
safely report it. However, when the number of users is small, the Distance
Sensitive Protocol created for the needs of this Thesis is the best option, as the
other protocols produce extreme noise in order to maintain the privacy levels.
On the contrary, the D.S. protocol takes into account the distance between the
true value and the one being reported when creating its probabilistic space, thus

lowering the error produced.

Our plans for future work are centered around the D.S. protocol. We would like
to perfect its aggregation method, as it may produce satisfying results, but with
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a different approach it can maybe become even better. Moreover, we would like
to perform more demanding experiments for extreme cases of dataset sizes,
domain sizes and theta values.

Finally, similar testings like the ones introduced in this Thesis can be performed
in other D.P. libraries, as the accuracy measurements is a good indicator if

someone wants to rank those libraries.
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Learning-Augmented Algorithms
for Online TSP on the Line

Konstantinos Lakis

ABSTRACT

We study the online Traveling Salesman Problem (TSP) on the line augmented
with machine-learned predictions. In the classical problem, there is a stream of
requests released over time along the real line. The goal is to minimize the
makespan of the algorithm. We distinguish between the open variant and the
closed one, in which we additionally require the algorithm to return to the origin
after serving all requests. The state of the art is a 1.64-competitive algorithm and
a 2.04-competitive algorithm for the closed and open variants, respectively. In
both cases, a tight lower bound is known.

In both variants, our primary prediction model involves predicted positions of the
requests. We introduce algorithms that (i) obtain a tight 1.5 competitive ratio for
the closed variant and a 1.66 competitive ratio for the open variant in the case of
perfect predictions, (ii) are robust against unbounded prediction error, and (iii)
are smooth, i.e., their performance degrades gracefully as the prediction error

increases.

Moreover, we further investigate the learning-augmented setting in the open
variant by additionally considering a prediction for the last request served by the
optimal offline algorithm. Our algorithm for this enhanced setting obtains a 1.33
competitive ratio with perfect predictions while also being smooth and robust,
beating the lower bound of 1.44 we show for our original prediction setting for
the open variant. Also, we provide a lower bound of 1.25 for this enhanced

setting.
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1 INTRODUCTION

The Traveling Salesman Problem (TSP) is one of the most fundamental and widely
studied problems in computer science, both in its offline version (Lawler 1985),
where the input is known in advance, and the online version (Ausiello et al. 2001)
where it arrives sequentially. In this paper, we consider the online Traveling
Salesman Problem (TSP) on the real line. This version of the problem arises in
real-world scenarios such as one dimensional delivery/collection tasks. Such
tasks include the operation of elevator systems, robotic screwing/welding, parcel
collection from massive storage facilities and cargo collection along shorelines
(Ascheuer et al. 1999; Psaraftis et al. 1990). An illustrative example, which was
also described in (Chen et al. 2019), is the following. Consider a robot that is used
in a row of storage shelves in an intelligent warehouse of a large shipping
company. This robot is tasked with moving left and right on the aisle to collect
the items ordered by customers. However, these orders arrive online, meaning
that the release time and location of the item are only revealed at the time of
order. The goal is to route the robot such that it collects and returns all the items
as soon as possible, minimizing the makespan as it is called. This practically
interesting task is indeed captured by the theoretical framework of online TSP on
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the line. The offline version of the problem can be solved in quadratic time (Bjelde
et al. 2021), therefore the difficulty lies in the late availability of the input, such as
the locations of the requests. However, the great availability of data as well as the
improved computer processing power and machine learning algorithms can
make it possible for predictions to be made on these locations (e.g combining
information from historical data, events that may affect demand of stored items,
etc). In a line of work that started a few years ago (Lykouris and Vassilvtiskii 2018)
and sparked a huge interest (Purohit, Svitkina, and Kumar 2018; Antoniadis et al.
2020a; Gollapudi and Panigrahi 2019; Wang and Li 2020; Angelopoulos et al. 2020;
Wei 2020; Rohatgi 2020), it has been demonstrated that such prior knowledge
about the input of an online algorithm has the potential to achieve improved
performance (i.e competitive ratio) compared to known algorithms (or even
lower bounds) that do not use (resp. assume the absence of) any kind of
prediction. Therefore, it is natural to consider ways to utilize this information in
this problem using a so-called learning-augmented approach.

The input to our online algorithm consists of a set of requests, each associated
with a position on the real line as well as a release time. An algorithm for this
problem faces the task of controlling an agent that starts at the origin and can
move with at most unit speed. The agent may serve a request at any time after it
is released. The algorithm’s objective is to minimize the makespan, which is the
total time spent by the agent before serving all requests. We have two different
variants of the problem, depending on whether the agent is required to return
to the origin after serving all the requests or not. This requirement exists in the
closed variant, while it does not in the open variant. The makespan in the closed
variantis the time it takes the agent to serve the requests and return to the origin.

We quantify the performance of an online algorithm by its competitive ratio, i.e.,
the maximum ratio of the algorithm’s cost to that of an optimal offline algorithm
OPT, over all possible inputs. We say that an algorithm with a competitive ratio of
c is c-competitive. Under this scope, the online TSP on the line has been
extensively studied and there have been decisive results regarding lower and
upper bounds on the competitive ratio for both variants of the problem. Namely,
a tight bound of ~ 1.64 was given for the closed variant, while the corresponding
value for the open variant was proven to be = 2.04 (Ausiello et al. 2001; Bjelde et
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al. 2021). However, no previous work exists for the learning-augmented setting
of the problem, and neither does for the learning-augmented setting of any other
restriction of the online TSP on general metric spaces. We address this

shortcoming in this work.

1.1 Our setup

First of all, to define our prediction model and algorithms, it is necessary to know
the number of requests n1. This setting shows up in various real world scenarios.
For example, in the case of item collection from a horizontal/vertical storage
facility, the capacity of the receiving vehicle, which awaits the successful
collection of all items in order to deliver them to customers, dictates the number
of items to be collected. We note that since n is known, we can assume that each
prediction corresponds to a specific request determined by a given labeling,
which is shared by both sets (requests and predictions). Under this assumption,
we define the LOCATIONS prediction model. In this model, the predictions are
estimates for the positions of the requests. The error n increases along with the
maximum distance of a predicted location to the actual location of the identically
labeled request and is normalized by the length of the smallest interval
containing the entire movement of the optimal algorithm. We also define an
enhanced prediction model for the open variant named LOCATIONS + FINAL (LF
in short) that additionally specifies a request which is predicted to be served last
by OPT. In this model, we additionally consider the error metric §, which increases
with the distance of the predicted request to the request actually served last by
OPT. We also normalize & in the same way as n. These models and their respective

errors are defined formally in the Preliminaries section.

Properties of learning-augmented algorithms. In the following we formalize
the consistency, robustness and smoothness properties. We say that an

algorithm is:

1 Since this (slightly) modifies the original problem definition, the previous competitive ratio lower bound
results for the classical problem do not necessarily hold for our setup even without predictions. We show
in the full version of the paper that the lower bound of 1.64 still holds for the closed variant and that a tight
lower bound of 2 holds for the open variant.
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1) a-consistent, if it is a-competitive with no prediction error.
2) B-robust, if it is B-competitive with any prediction error.

3) y-smooth for a continuous function y(err), if it is y(err)-competitive, where

erris the prediction error.

Note that err could potentially be a tuple of different errors.

In general, if c is the best competitive ratio achievable without predictions, it is
desirable to have a <c, B< k- cfor some constant k and also the function y should
increase from a to B along with the error err. We note that ¢,o,8 and the outputs
of y may be functions of the input and not constant in that regard.

1.2 Our contributions

Throughout this paper, we give upper and lower bounds for our three different
settings (closed variant-LOCATIONS, open variant-LOCATIONS, and open variant-
LOCATIONS + FINAL). These settings are deterministic, i.e. the algorithms do not
have access to random numbers. We do not consider any randomized settings in
this work. The lower bounds refer to the case of perfect predictions and are
established via different attack strategies. That is, we describe the actions of an
adversary ADV, who can control only the release times of the requests and has
the goal of maximizing the competitive ratio of any algorithm ALG. We emphasize
that ADV is given the power to observe ALG's actions and act accordingly. In more
detail, ADV does not need to specify the release times in advance, but can release
a request at time ¢, taking the actions of ALG until time tinto account. This is, in
fact, the most powerful kind of adversary. The upper bounds are established via
our algorithms and are defined for every value of the error(s). Recall that nand §
refer to the two types of error we consider. Our algorithms and attack strategies
are intuitively described in their respective sections. We now present the main

ideas and our results.

Closed variant under LOCATIONS. We will start by intuitively describing our
algorithm for this setting and then continue with our lower bound. We design the
algorithm FARFIRST. The main idea is that we first focus entirely on serving the
requests on the side with the furthest extreme, switching to the other side when
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all such requests are served. When serving the requests on one side, we prioritize
them by order of decreasing amplitude. The intuition is that we have the least
possible amount of leftover work for our second departure from the origin, which
limits the ways in which an adversary may attack us. We obtain the theorem
below. More details are given in the “"Closed Variant” section.

Theorem 1: FARFIRST is min{f(n),3}-competitive, where f(n) is the following function.

3(1+n)

fn) = 3

We emphasize that for n = 0, this competitive ratio remarkably matches our lower
bound of 1.5, making FARFIRST optimal.

Our lower bound for this setting is accomplished via an attack strategy that is
analogous to a cunning magician’s trick. Suppose that the magician keeps a coin
inside one of their hands. They then ask a pedestrian to make a guess for which
hand contains the coin. If the pedestrian succeeds, they get to keep the coin.
However, the magician can always make it so that the pedestrian fails, for
example by having a coin up each of their sleeves and producing the one not
chosen by the pedestrian. One can draw an analogy from this trick to our attack
strategy, which is described in the "Closed Variant” section in more detail.

Theorem 2: For any € > 0, no algorithm can be (1.5 - €)-competitive for closed online
TSP on the line under the LOCATIONS prediction model.

Open variant under LOCATIONS. The algorithm we present for this setting is
named NEARFIRST. This algorithm first serves the requests on the side opposite
to the one FARFIRST would choose. Another divergence from FARFIRST that
should be noted is that for the side focused on second, NEARFIRST prioritizes
requests that are predicted to be closer to the origin, since there is no
requirement to return to it, thus avoiding unnecessary backtracking. More details
about the algorithm and a proof sketch of the following theorem are given in the
relevant section further in the paper, in the section “Open Variant”.

Theorem 3: NEARFIRST is min{f(n),3}-competitive, for the following function f(n).
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l+g, forn <
f) = 7

Wi Wl N

3, forn =

As in the previous setting, we utilize the "magician’s trick” in order to design a
similar attack strategy. We describe exactly how this is done in the corresponding
section for the open variant under LOCATIONS. This leads to the establishment
of a lower bound, as stated below.

Theorem 4: For any € > 0, no algorithm can be (1.44-€)-competitive for open online
TSP on the line under the LOCATIONS prediction model.

Open variant under LOCATIONS+FINAL. Our algorithmic approach to this
setting is again similar to the one implemented in NEARFIRST. The difference is
that instead of choosing the side with the near extreme first, we choose the side
whose extreme is further away from the predicted endpoint of OPT. We name this
algorithm PIV OT, to emphasize that the prediction for the last request acts as a
pivot for the algorithm to decide the first side it will serve. A theorem about PIV
OT is presented below, for which a proof sketch has been given in the

corresponding section.

Theorem 5: PIVOT is min{f(n,6),3}-competitive, for the function f(n,6) below.

14+ 206+ 3n)

1+ ,

f(,0) = 3—2(8 + 2n)
3, 3-206+27)<0

3-2(5+2n)>0

For this setting, we reuse the attack strategy initially designed for the closed
variant. The only difference is that we add another request at the origin with a
release time of 4. We explain how we derive the following theorem in the

corresponding section.

Theorem 6: For any € > 0, no algorithm can be (1.25 - €)-competitive for open online
TSP on the line under the LF prediction model.
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1.3 Related work

Online TSP: The online TSP for a general class of metric spaces has been studied
in (Ausiello et al. 2001), where the authors show lower bounds of 2 for the open
variant and 1.64 for the closed variant. These bounds are actually shown on the
real line. Additionally, a 2.5-competitive algorithm and a 2-competitive algorithm
are given for the general open and closed variants respectively. A stronger lower
bound of 2.04 was shown for the open variant in (Bjelde et al. 2021), where both
bounds are also matched in the real line. For the restriction of the closed online
TSP to the non-negative part of the real line, (Blom et al. 2001) give a tight 1.5-
competitive algorithm. By imposing a fairness restriction on the adversary, they
also obtain a 1.28-competitive algorithm. In (Jaillet and Wagner 2006), the authors
introduce the "online TSP with disclosure dates”, where each request may also
be communicated to the algorithm before it is released. The authors show
improvements to the competitive ratio of various previous algorithms as a

function of the difference between disclosure and release dates.

Learning-Augmented algorithms: Learning-Augmented algorithms have
received significant attention since the seminal work of (Lykouris and Vassilvtiskii
2018), where they investigated the online caching problem with predictions.
Based on that model, (Purohit, Svitkina, and Kumar 2018) proposed algorithms
for the ski-rental problem as well as non-clairvoyant scheduling. Subsequently,
(Gollapudi and Panigrahi 2019), (Wang and Li 2020), and (Angelopoulos et al.
2020) improved the initial ski-rental problem. The latter also proposed algorithms
with predictions for the list update and bin packing problem and demonstrated
how to show lower bounds for algorithms with predictions. Several works,
including (Rohatgi 2020), (Antoniadis et al. 2020a), and (Wei 2020), improved the

initial results regarding the caching problem.

The scheduling problems with machine-learned advice have been extensively
studied in the literature. In (Moseley et al. 2020), the makespan minimization
problem with restricted assignments was considered, while (Mitzenmacher 2020)
used predicted job processing times in different scheduling scenarios. The works
of (Bamas et al. 2020) and (Antoniadis, Ganje, and Shahkarami 2021) focused on

30



Learning-Augmented Algorithms for Online TSP on the Line - Konstantinos Lakis

the online speed scaling problem using predictions for workloads and release
times/deadlines, respectively.

There is literature on classical data structures. Examples include the indexing
problem, (Kraska et al. 2018), bloom filters, (Mitzenmacher 2018). Further
learning-augmented approaches on online selection and matching problems
(Antoniadis et al. 2020b; Dutting et al. 2021) and a more general framework of
online primal-dual algorithms (Bamas, Maggiori, and” Svensson 2020) also
emerged, and there is a survey (Mitzenmacher and Vassilvitskii 2020).

Independent Work: Compared to the problem considered in this paper, a more
general one, the online metric TSP, as well as a more restricted version in the
half-line, have been studied in (Bernardini et al. 2022) under a different setting,
concurrently to our work. We note that only the closed variant is considered in
(Bernardini et al. 2022). Since the prediction model is different (predictions for
the positions as well as release times of the requests are given) and a different
error definition is used, the results are incomparable.

2 PRELIMINARIES

The problem definition. In the online TSP on the line, an algorithm controls an
agent that can move on the real line with at most unit speed. We have a set Q =
{q1,..qn} of n requests. We emphasize that for this problem definition, the
algorithm receives the value n as input. Each request g has an associated position
and release time. To simplify notation, whenever a numerical value is expected
from a request q (for a calculation, finding the minimum of a set etc.) the term g
will refer to the position of the request. Whenever we need the release time of a
request, we shall use rel(q). Additionally, the algorithm receives as input a set P=
{p1,..,pn} Of predictions regarding the positions of the requests. That is, each pi

attempts to approximate gi. We assume without loss of generality that Q always
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contains a request qoat the origin with release time 0 and that P contains a perfect
prediction po= 0 for this request?.

We use t to quantify time. To describe the position of the agent of an algorithm
ALG at time t = 0, we use posaLc(t). We may omit this subscript when ALG is clear
from context. We can assume without loss of generality that pos(0) = 0. The speed
limitation of the agent is given formally via |pos(t) - pos(t)] < |t - t]|, Vtt' =2 0. A
request q is considered served at time tif 3t": pos(t) = q, rel(q) < t'<t, i.e., the agent
has moved to the request no earlier than it is released. We will say that a request
q is outstanding at time t, if ALG has not served it by time ¢, even if rel(q) > t, i.e. q
has not been released yet. Let tee denote the first point in time when all requests
have been served by the agent. Also, let |ALG| denote the makespan of an
algorithm ALG, for either of the two variants. Then, for the open variant |ALG| =
tserve While for the closed one |ALG| = min{t : pos(t) = 0, t = tserve}. FOr any sensible
algorithm, this is equivalent to tserve + |pos(tserve)|, Since the algorithm knows the
number of requests and will immediately return to the origin after serving the
last one. The objective is to minimize the value |ALG|, utilizing the predictions.

Notation. We define L = min(Q) and R = max(Q). Recall that Q contains a request at
the origin and thus L < 0 and R = 0. We refer to each of these requests as an
extreme request. If |L| > |R|, we define Far = L,Near = R. Otherwise, Far = R,Near = L.
That is, Far is the request with the largest distance from the origin out of all
requests. Then, Near is simply the other extreme. We will also refer to the value
lgl as q's amplitude. We will say that a prediction p is
(un)released/outstanding/served if the associated request g¢q s
(un)released/outstanding/served.

The LOCATIONS prediction model. We now introduce the LOCATIONS prediction
model. Let q1,..,qnbe a labeling of the requests in Q. The predictions consist of the

values ps,..,pn, Where each p:attempts to predict the position of g..

Error definition for the LOCATIONS prediction model. To give an intuition for
the metric we will introduce, let us first describe what it means for a prediction to

2 This can be seen to be without loss of generality by considering a "handler” algorithm ALGowhich adds this
request/prediction pair to any input and copies the actions of any of our algorithms ALG for the modified
input. We observe that |OPT| is unchanged and |ALGo| = |ALG|.
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be bad. In any well-posed definition, the further p:is from g;, the worse it should
be graded. However, we must also take into account the "scale” of the problem,
meaning the length of the interval [L,R] that must be traveled by any algorithm,
including OPT. The larger this interval, the more lenient our penalty for p:should
be. Therefore, we define the error as

max; {|q; — p;|}
L] + |R]

nlQ,P] =

Additionally, we define M = n -(|L| + |R]).

An important lemma for the LOCATIONS prediction model. We now present a
lemma about this prediction model that will be used widely in our proofs and that

contains intuitive value.

Lemma 1: Let Lp = min(P),Rr = max(P). Then, |Lp| = |Rp| implies |L| = |R| - 2M, and
|Rp| = |Lp| implies |R| = |L| - 2M.

Enhanced prediction model for the open variant. Motivated by the
performance of our algorithm under the LOCATIONS prediction model, we
enhance it with a prediction f which attempts to guess the label fof a request on
which OPT may finish. We name this new model LF (short for LOCATIONS + FINAL).
The error n is unchanged. We also introduce a new error metric 6. Let grbe the
request associated with the prediction ps. We then choose grto be a request on
which OPT may finish that minimizes the distance to gr. We then define the new

error as

|95 — a7
N arl = qurm

Similarly to before, we define A=6- (|L| + |R]).

3 CLOSED VARIANT

In this section, we consider the closed variant under the LOCATIONS prediction
model. We provide the FARFIRST algorithm, which obtains a competitive ratio of
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1.5 with perfect predictions and is also smooth and robust. Additionally, we give
an attack strategy that implies a lower bound of 1.5 for the competitive ratio of
any algorithm in this setting, making FARFIRST optimal. The formal proofs are
deferred to the full version of the paper.

The FARFIRST algorithm. Before giving the algorithm, we define the FARFIRST
ordering on the predictions of an input. For simplicity, we assume that the
furthest prediction from the origin is positive. Let ri,.,r« be the positive
predictions in descending order of amplitude and #h,..,I» be the negative
predictions ordered in the same way. The FARFIRST ordering is ri,..,rq,...1o. Any
predictions on the origin are placed in the end. Ties are broken via an arbitrary
label ordering.

We present the algorithm through an update function used whenever a request
is released. This update function returns the plan of moves to be executed until
the next release of a request. Note that ext(side set) returns the extreme element
of the input set in the side specified, where side = true means the right side. Also,
the @ symbol is used to join moves one after another. When all the moves are
executed, the agent waits for the next release. This only happens when waiting
on a prediction.

Algorithm 1: FARFTRST update function.

Input : Current position pos, set O of unserved released requests, first unreleased prediction p in FARFIRST
ordering or () if none exist, the side farSide with the furthest prediction from the origin.

Output: A series of (unit speed) moves to carry out until the next request is released.

posSide < (pos > 0);

pSide + (p > 0);

if pos = 0 then posSide + farSide ;

if p = 0 then pSide + posSide ;

return move(ext(posSide, O U {pos})) & move(ext(pSide, O U {p})) & move(p);

In order to give some further intuition on FARFIRST, we first give the definition of

a phase.

Definition 1: A phase of an algorithm ALG is a time interval [tst] such that posaLe(ts)
=0, posaLc(te) = 0 and posaLc(t)/= 0, V t € (tste). That is, ALG starts and ends a phase at
the origin and does not cross the origin at any other time during the phase.
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In the following, when we refer to the far side, we mean the side with the furthest
prediction from the origin. The near side is the one opposite to that. We see that
FARFIRST works in at most three phases. The first phase ends when all predictions
on the far side have been released and the agent has managed to return to the
origin with no released and outstanding request on the far side. During this
phase, any request on the far side is served as long as FARFIRST does not move
closer to the origin than the far side’s extreme unreleased prediction. Note that
some surprise requests may appear, i.e., far side requests that were predicted to
lie on the near side. These requests are also served in this phase. The second
phase lasts while at least one prediction is unreleased. During this phase, the
agent serves any request released on the near side, using the predictions as
guidance, similarly to the first phase. Requests released on the far side are
ignored during this phase. Note that no surprises can occur here, since all far
side predictions were released during the first phase. A third phase may exist if
some requests were released on the far side during the second phase. These
requests’ amplitudes are bounded by M, since they were predicted to be
positioned on the near side. This simple algorithm is consistent, smooth and
robust, as implied by the following theorem.

Theorem 1: FARFIRST is min{f(n),3}-competitive, where f(n) is the following function.

3(1+n)

Fo) ===

We now give a proof sketch that covers the intuition behind our formal proof.
The 3-robustness is seen using an absolute worst case scenario in which FARFIRST
is |OPT| units away from the origin at time |OPT| (due to the unit speed limitation),
and all the requests to serve are on the opposite side. For the consistency and
smoothness, we note that |OPT| = 2(|Near|+|Far|). It is therefore sufficient to prove
that |FARFIRST|-|OPT| < |Near|+|Far|+3n-(|Near|+|Far|) = |Near|+|Far|+ 3M.

We refer to the left hand side as the delay of FARFIRST. We now see why this
bound holds intuitively. We first describe a worst case scenario. In this scenario,
OPTfirst serves the near side completely, and then does the same for the far side,
without stopping. Let tedenote the end time of the first phase. We see that t. <
|OPT| + M, because FARFIRST follows the fastest possible route serving the
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requests on the far side, except for a possible delay of M attributable to a
misleading prediction. Note that in this worst case, all requests on the near side
must have been released by t.. Therefore, FARFIRST accumulates an extra delay
of at most 2 times the maximum amplitude of these requests. By Lemma 1, this
value is at most |Near| + |Far| + 2M. There are also other possibilities than this
worst case, but they also can incur a delay of at most |Near| + |Far| + 3M, because
|OPT| and |FARFIRST| both increase when such cases occur.

A 1.5-attack. We now describe an attack strategy that imposes a lower bound of
1.5 on the competitive ratio of any algorithm ALG. For the sake of exposition, we
assume that there is a request on every real number in the interval [-1,1]. This is
approximated by a limiting process in the formal proof. These requests are
released in two phases. The first phase lasts while posais(t) has not exited the
interval [Lu(t),Ru(t)], where Ly(t),Ru(t) are the leftmost and rightmost unreleased
requests respectively at time t. During this phase, any request with distance d
from the originis released at time 2 - d. Note that OPT could start serving requests
in either side immediately and without stopping during the first phase. This
phase ends when posaie(t) first exits the aforementioned interval. Assuming
without loss of generality that the interval is exited from the left side (which
corresponds to choosing the left hand in the magician analogy given in a
previous section), the unreleased requests on the left side have their release time
delayed to 4 - d while the requests on the right side are released as in the first
phase (which corresponds to the magician producing the coin in the right hand).
Note that OPT can finish by ¢t = 4 by moving to 1, then to -1 and then back to the
origin with full speed. At the start of the second phase, ALG can either wait for the
delayed requests on the side it chose or travel some extra distance to first serve
the other side. It turns out that |ALG| can be shown to be arbitrarily close to 6 via

the limiting process we mentioned, yielding the theorem below.

Theorem 2: For any € > 0, no algorithm can be (1.5 - €)-competitive for closed online
TSP on the line under the LOCATIONS prediction model.
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4 OPEN VARIANT

In this section, we consider the open variant. We have two prediction models for
this variant. The first one is the LOCATIONS prediction model and the second is the
enhanced LOCATIONS + FINAL model (LF in short). For both settings, we give
algorithms and lower bounds.

4.1 The LOCATIONS prediction model

Under the LOCATIONS prediction model, we design the NEARFIRST algorithm,
which achieves a competitive ratio of 1.66 with perfect predictions and is also
smooth and robust. We complement this result with a lower bound of 1.44 using
a similar attack strategy to the one used for the closed variant.

The NEARFIRST algorithm. As we mentioned in the introduction, NEARFIRST is
similar to FARFIRST and actually slightly simpler. In essence, NEARFIRST simply
picks a direction in which it will serve the requests. Then, it just serves the
requests either from left to right or from right to left, using the predictions as
guidance. The pseudocode for NEARFIRST is given below.

Algorithm 2: NEARFTRST update function.

Input : Current position pos, set O of unserved released requests, set P of predictions.
Output: A series of (unit speed) moves to carry out until the next request is released.
P’ + the unreleased predictions in P;
if P’ is empty then
if pos < w then return move(min(Q)) @ move(max(0)) ;
else return rmove(max(0)) & move(min(0)) ;
end
if [min(P)| < |maz(P)|then return move(min(P' U O)) @ move(min(P')) ;
else return move(max(P' U O)) & move(max(F')) ;

Recall that move(x) @ move(y) is used to indicate a move to x followed by a move
to y. We present the following theorem regarding the competitive ratio of
NEARFIRST.

Theorem 3: NEARFIRST is min{f(n),3}-competitive, for the following function f(n).
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( 2(1+n)

) = 1+—3—2U , forn <
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win wli N

We now give an intuitive proof sketch for this theorem. As in the case of FARFIRST,
the 3-robustness holds because at time |OPT|, NEARFIRST has "leftover work” of
at most 2|0PT| time units (to return to the origin and then copy OPT). For the
consistency/smoothness, we draw our attention to the request grserved last by
OPT. For the following, we assume that NEARFIRST serves the requests left to
right. Let d = |qr-R|. We will show that the delay of NEARFIRST is bounded by M +
d. Let tybe the time when NEARFIRST has served all requests to the left of gy,
including gr. It turns out that ty< |OPT| + M, because NEARFIRST serves this subset
of requests as fast as possible, except for a possible delay of M due to a
misleading prediction. Then, in this worst case, NEARFIRST accumulates an extra
delay of at most d, proving our claim.

Finally, we bound OPT from below as a function of d. We see that OPT can either
serve the requests L,Rgrin the order LR gror in the order RL,qr. The worst case is
the latter, where we see that |OPT| = 2|R| + |L| + (|L] + |R| - d) = 3|R| + 2|L] - d.
Since d < |L| + |R|, we obtain

INEARFIRST | _ N INEARFIRST | — |OPT | <14 M + |L] + |R|
|OPT | - |OPT | = 2|R| + |L|

Because NEARFIRST considers L the near extreme due to the predictions, by

Lemma 1 we find that |R]| > iﬂ( |L| + |R|), which in turn proves our bound.

A 1.44-attack. The logic of our attack is the same as that used for the attack
described in the section for the closed variant. There are two technical
differences. The first phase here ends when posais(t) first exits the interval
[3Lu(t)+2,3Ru(t)-2], where Lu(t),Ru(t) are the leftmost and rightmost unreleased
request respectively at time t. The other difference lies in the release times of the
second phase. We again delay the release times of the requests in the side
chosen by ALG, i.e. the side from which the interval was exited. But now, each
request with distance d from the origin has its release time delayed to 2 + d
instead of 4 - d. Note that OPT can finish by t = 3 by first going to the side not
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chosen by ALG. However, |ALG| can be seen to be arbitrarily close to 4 + % , yielding

the theorem below.

Theorem 4: For any € > 0, no algorithm can be (1.44-g)-competitive for open online
TSP on the line under the LOCATIONS prediction model.

4.2 The LOCATIONS+FINAL prediction model

In our final setting we consider the open variant under the LF prediction model.
We give the PIV OT algorithm, which is 1.33-competitive with perfect predictions
and is also smooth and robust. We also reuse the attack strategy described for
the closed variant to achieve a lower bound of 1.25.

The PIV OT algorithm.

The final algorithm we present works in the same way as NEARFIRST, except for
the order in which it focuses on the two sides of the origin. Instead of heading to
the near extreme first, PIV OT prioritizes the side whose extreme is further away
from the predicted endpoint of OPT, which is provided by the LF prediction model.
The pseudocode for PIV OT is given below. Note that P, refers to the element in
P with label f'.

Algorithm 3: P/V OT update function.

Input : Current position pos, set O of unserved released requests, set P of predictions, label f’ of QP1"s predicted
endpoint.

Output: A series of (unit speed) moves to carry out until the next request is released.

P’ + the unreleased predictions in P;

if P is empty then
. maz(0)+min(0Q) o o ) .
if pos < =——=5——= then return move(min(0)) ® move(maz(Q)) ;
else return move(maz(0)) & move(min(0)) ;

end

if Py > MW then return move(min(P' U Q)) & move(min(P')) ;
else return move(max (P U O)) & move(max(P')) ;

As for the previous algorithms, we show a theorem that pertains to PIV OT's

competitive ratio for different values of the n and 6 errors.

Theorem 5: PIVOT is min{f(n,6),3}-competitive, for the function f(n,6) below.
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+1+2(6+3n)
f(m,0) = 3-2(6+2n)
3, 3-2(6+27)<0

3-2(5+2n)>0

We provide a proof sketch of this theorem. The proof is very similar to the one
used for NEARFIRST's competitive ratio. In fact, the robustness is shown in exactly
the same way. For the consistency/smoothness, the delay is bounded by M +d in
the same way, where d is the distance of the last request grserved by OPT to the
extreme served second by PIV OT. The same lower bounds for |OPT| hold as well.
We additionally bound d as a function of the error-dependent values A and M.

IR|

When there is no error, we can bound d to be at most % instead of |L| + |R|,

which gives a better competitive ratio than that of NEARFIRST. An important

distinction is that we do not make use of Lemma 1, since the algorithm does not
consider the values |L| and |R|.

A 1.25-attack. The attack strategy we employ in the current setting is almost the
same as the one used for the closed variant. The only difference is that a special
request is placed at the origin with a release time of 4. This request is also the
last request served by OPT (and thus the optimal solution of the open variant also
works for the closed variant) and ALG is informed of this by the LF prediction
model. The idea of the proof is that if ALG were to finish before t =5, then another
algorithm ALG could solve the closed variant of this input in less than 6 time units,
contradicting our first lower bound of 1.5 for the closed variant. This attack
strategy implies the following theorem.

Theorem 6: For any € > 0, no algorithm can be (1.25 - €)-competitive for open online

TSP on the line under the LF prediction model.

5 CONCLUSION

We have examined the online TSP on the line and provided lower bounds as well
as algorithms for three different learning-augmented settings. An immediate
extension of our results would be to bridge the gap between the lower and upper
bounds we have shown for the open variant. Also, it would be interesting to
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establish error-dependent lower bounds and/or optimal consistency-robustness
tradeoffs. Moreover, an improvement would be to remove the assumption of
knowing the number of requests n. A technique that could perhaps allow an
algorithm to achieve that is to periodically make sure that the algorithm
terminates in case no new requests appear. Another interesting direction is for
more general versions of online TSP to be investigated, like the case of trees.
Finally, we believe that the combination of learning-augmented techniques along
with randomization would lead to much better results, and therefore suggest this
direction as future work.
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The human face is probably the most well-studied object in computer vision,
enabling a wide range of applications such as affective computing, biometrics
and video analytics, to mention a few examples. For such applications to operate
correctly, noise-free facial images are required. This request is far from easy to
satisfy in real-world conditions. Occlusions such as eyeglasses, sunglasses and
face masks, cause serious corruption to the face images and hinder the
performance of face-related applications. This thesis aims to restore severely
occluded face images to a non-occluded form to facilitate their identification. To
achieve that, we investigate several inpainting models and evaluate them on the
face recognition task.
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1 INTRODUCTION

The human face is probably the most well-studied object in computer vision,
enabling a wide range of applications such as affective computing, biometrics
and video analytics, to mention a few examples. For these applications to be
functional complex face recognition systems have been built. Face recognition
[12] is a method of identifying or verifying the identity of an individual using their
face. Thus, these systems are used to identify people in photos, video, or in real-
time. Face recognition systems use computer algorithms to pick out specific,
distinctive details about a person's face. These details, such as the distance
between the eyes or the shape of the chin, are then converted into a
mathematical representation and compared to data on other faces collected in a
face recognition database. As expected, face recognition systems vary in their
ability to identify people under challenging conditions such as poor lighting, low-
quality image resolution, and suboptimal angle of view. However, external
conditions are not the only ones that may affect the quality of the face
recognition process. Especially, in a real-world scenario, occlusions such as
eyeglasses, sunglasses and face masks often hide big parts of human faces
causing serious corruption to the face images and making the face recognition
task particularly challenging. Although some algorithms can handle face
recognition with occlusion, they still suffer from performance degradation due to
occlusion’s extent. Therefore, the removal of occlusions in face images is a very
important, yet challenging task.

This thesis aims to restore severely occluded face images to a non-occluded form
to facilitate their identification. To achieve that, we investigate several inpainting
models and evaluate them on the face recognition task. The models are based
on two principal face inpainting methodologies. The first, supervised method,
known as Generative Landmark Guided Face Inpainting (or LaFIn) exploits some
of the most innovative and state-of-the-art tools, in the machine learning field,
the deep neural networks. LaFIn’s architecture benefits from the integration of
facial landmarks and accomplishes the desired face restoration. The second,
unsupervised method known as Principal Component Pursuit using Side
Information, Features and Missing Values (or PCPSFM) is a variation of the
famous Robust Principal Component Analysis (RPCA) method. PCPSFM utilizes
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domain-dependent prior knowledge and manages to recover a low-rank matrix
Lo, containing the inpainted face. At the same time, it isolates the occlusions in a

separate, sparse matrix So.
The contributions of this thesis can be summarized as follows:

e Anew face image dataset is created containing only cropped and aligned,
en face images, which cover large gender, age and ethnicity variations. The
dataset embeds both clear and occluded face images. It is pointed out how
occlusions of different shapes, sizes and realistic colors can be generated
around significant facial landmark locations.

e Furthermore, we demonstrate the applicability of both supervised and
unsupervised face inpainting methodologies with both quantitative and
qualitative evaluation. Thus, we not only manage to generate highly
realistic inpainted images but also, achieve high accuracy results on the
face recognition task.

e Weintroduce our own novel evaluator, VGGFace2 Classifier, to validate the
accuracy of our inpainting models for the face recognition task. In fact,
VGGFace2 Classifier outperforms long-established evaluators in the
aforementioned task.

1.1 Related Work

Deep learning-based methods are a major group of supervised methods, which
deal with the image inpainting problem. The context encoder [5], which is treated
as a pioneer deep-learning method for image completion, introduces an
encoder-decoder network trained with an adversarial loss [6]. After that, plenty
of follow-ups have been proposed to improve the performance from various
aspects. For instance, the scheme in [7] employs both global and local
discriminators to accomplish the task. Deep face inpainting methods are another
significant group of supervised methods. Specific to face completion, the authors
of [8] construct a loss, which takes care of the gap in semantic segmentation (face
parsing), between the inpainted face images and the ground truth ones,
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expecting to achieve better preservation of the face structure. However, this work
often suffers from color inconsistency and is unable to process, effectively faces
with large poses. Facial landmarks are better to act as guidance, thanks to their
neatness, sufficiency, and robustness to reflect the structure of the face. Many
works, such as [9, 10] have successfully applied landmarks to the task of face

generation.

Concerning the unsupervised inpainting methods, the traditional methods of the
category consist of two main representative branches, the diffusion-based and
patch-based approaches. Diffusion-based approaches [1, 2] propagate low-level
features around the occluded areas, in an iterative way. However, these methods
are only effective in reforming regions without structure. At the same time,
patch-based methods [3, 4] attempt to copy similar blocks from either the same
image or a set of images to the target regions. The computational cost of
calculating the similarity between their blocks is expensive, even though some
works like [3] have been proposed, to accelerate the procedure. Another group
of unsupervised inpainting methods is called the non-blind inpainting methods.
Those techniques fill in the occluded part of an image using the pixels around the
missing region. Exemplar-based techniques that cheaply and effectively
generate new texture by sampling and copying color values from the source are
widely used. In paper [19], a non-blind inpainting method suggests a unified
scheme to determine the fill order of the target region, using an exemplar-based
texture synthesis technique. The confidence value of each pixel and image
isophotes are combined to determine the priority of filling. [20] presents an
image inpainting technique to remove occluded pixels when the occlusion is

small.

2 LAFIN: GENERATIVE LANDMARK GUIDED FACE INPAINTING

Generative Landmark Guided Face Inpaintor (LaFIn) [11], is a deep network built

to carry out the face inpainting problem. LaFIn comprises a Landmark Prediction
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Module and an Image Inpainting Module, trained on the CelebA and Celeba-HQ
datasets [20].
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Figure 1: LaFIn architecture. At first, the Landmark prediction module estimates the
landmarks and then the Inpainting module applies them to the corrupted image [11]

2.1 Landmark Prediction Module

The goal of the Landmark Prediction Module is to retrieve a set of 68 landmarks
from a corrupted face image. For the face inpainting task, we are more concerned
about getting landmarks that can accurately identify the face structure and its
basic attributes, like pose and expression, rather than finding the precise location
of each unique face landmark. The reason behind this simplification is that most
of the in-between landmarks don't offer important information, concerning the
face inpainting task. LaFIn’s Landmark Prediction Module follows the same
architecture as most of the preexistent landmark detectors (see [16, 17]).
Specifically, it is built upon the MobileNet-V2 model, proposed in “Mobilenetv2:

Inverted residuals and linear bottlenecks” [18] and focuses on feature extraction.

(a) Residual block (b) Inverted residual block

'l 'l

Figure 2: Evolution of residual blocks. (a) MobileNets: Residual block, (b) MobileNet-
V2: Inverted residual block [18]
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2.2 Image Inpainting Module

The purpose of the Image Inpainting Module is to restore faces by taking
occluded images and their predicted landmarks. LaFIn’s authors use the famous
Generative Adversarial Network (GAN) architecture, proposed in “Generative
Adversarial Nets” [6] by I. Goodfellow et al, to build the inpainting module. GAN
uses two networks, called the generator and the discriminator. Based on insights
from game theory, GAN's training objective can be considered as a mini-max
game, where the generator needs to produce fake, realistic images conditioned
on the landmarks, out of a known prior distribution, to fool the discriminator. At
the same time, the discriminator needs to distinguish between the real and the
generated fake images. The networks are trained in a competitive adversarial
manner. The convergence is reached when the generated results are not
distinguishable from the real ones.
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Figure 3: GAN schema

3 ROBUST PRINCIPAL COMPONENT ANALYSIS USING SIDE
INFORMATION

3.1 Problem Definition

Suppose a data matrix M is given, which can be decomposed as
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M=Lo+So (1)

where Lo is a low-rank matrix and Se is a sparse matrix. In this case, both
components are of arbitrary magnitude. Neither the low-dimensional column
and row space of Lo, nor their dimension is known. The locations of the non-zero
entries of So and their values are unknown, as well. The goal is to recover
accurately or even exactly the low-rank and sparse components, in an efficient
manner. In the case of the face inpainting problem, matrix M contains aligned
face images, stacked as column vectors. The face images can be both occluded
and non-occluded. The recovered Lo matrix contains all the inpainted face images
in the form of column vectors, while So matrix consists of images, depicting the
occluded parts of the initial faces, stacked in a corresponding format.

3.2 Problem Variation

A new problem is set to replace the initial one aiming to deal with the case of
huge corruption. Similarly to problem (1), in the new problem, the purpose is to
recover a low-rank matrix Lo from highly corrupted measurements. The entries
in So can have arbitrarily large magnitude and their support is assumed to be
sparse, but unknown. E. Candes et al. showed in “Robust Principal Component
Analysis?” [24], that not only this problem can be solved, but it can be solved by
tractable convex optimization.

Let | |[M]|. = Y;0i(M) denote the nuclear norm of the matrix M, i.e., the sum of
the singular values of M, and let | M| |1 =Y;;(| Mj;|) denote the /;-norm of M seen
as along vector in R"*"2_ The authors of [24] ended up showing that under rather
weak assumptions, the Principal Component Pursuit (PCP) solves (2) and
recovers exactly the low-rank Lo and the sparse So.

minimize | |L]]«+A[||S] ] (2)

subject to M=L+S.
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3.3 Robust Principal Component Analysis using Side Information, Features
and Missing Values

Over the years, many variants have been proposed, trying to confront the convex
PCP problem (2) more efficiently for several different applications, including
background modeling from surveillance video and removing shadows or
specularities from face images. Two important variants were presented in [21]
and [22].

Principal Component Pursuit with Features (PCPF) method in [21] assumes that
there are available orthogonal column spaces U € R™*%, where d; < n1 and row

spaces V € R"*%, where d- < ny, with the following objective:
minimize | |H||«+A||E| ] (3)
subject to X =UHV' +E,

where H € R%*%is a bilinear mapping for the recovered low-rank matrix L € R%*%,
with rank r «< min(ns, n2) and E € R"*"2is a sparse matrix with entries of arbitrary
magnitude. The main drawback of this model is that features need to be accurate
and noiseless, which is not trivial in practical scenarios.

In the case of missing data, the robust matrix recovery method [22] enhances
PCP to deal with occlusions:

minimize | |L||.+A||W-E]||; (4)
subject to X=L+E,

where W is the matrix of binary occlusion masks and A - B symbolizes the
element-wise multiplication of two matrices of the same dimension. The
method's Jacobi-type update schemes can be implemented in parallel and hence

are attractive for solving large-scale problems.

For the purposes of this thesis, we are going to experiment with the Robust
Principal Component Pursuit using Side information, Features and Missing values
(PCPSFM), proposed in “Side Information for Face Completion: A Robust PCA
Approach' [15]. This work introduces a novel convex program to use side
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information, which is a noisy approximation of the low-rank component, within
the PCP framework. Moreover, the suggested method can handle missing values,
while the developed optimization algorithm grants better convergence rates.
Last but not least, the introduced model can use side information to exploit prior
knowledge regarding the column and row spaces of the low-rank component,
expanding even more the potential of the algorithm.

At first, the authors of [15] presented a PCPSM model, which uses side
information with missing values. For (5) to be valid, they set as a precondition
that a noisy estimate of the low-rank component of the data S € R"*"2must be

available.
minimize | |L||++a||L-S||«+A] |W<E]| |1 (5)
subject to X=L+E,

where a > 0, A > 0 are parameters that weigh the effects of side information and
noise sparsity.

Then, they utilized their proposed PCPSM model to generalize PCPF (3), which led
to the introduction of the novel PCPSFM model, using side information, features

and missing values.

minimize | |H]| |+ a| |H-D||++A| |[W-E]| |4 (6)
subject to X =UHV7+E D=UTsy,

where H € R¥%, D e R%*% are bilinear mappings for the recovered low-rank
matrix L and side information S respectively. The low-rank matrix L is recovered

from the optimal solution (H*, E*) to objective (6) via L = UH*V™

The authors chose the multi-block Alternating Direction Method of Multipliers
(ADMM) to deal with the convex problem (6). ADMM operates by carrying out
repeated cycles of updates until it converges. In this particular problem, a small
number of iterations is of great necessity, because of the high computation cost
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that occurs from certain steps of the algorithm. The solution of (6) is summarized
in the following Algorithm, where S:: R - R denotes the shrinkage operator S;
(x) = sgn(x) max(|x| — 7, 0), which naturally extends to matrices, S: (A) by
applying it to matrix A element-wise. Similarly, D: (A) denotes the singular value
thresholding operator given by D; (A) = US; (3)V', where A = UY V' is the
SVD of A.

Algorithm ADMM solver for PCPSFM
Input: Observation X, mask W, side information S, features U, V, parameters q,
A >0, scaling ratio > 1.

1
Xz

1:Initialize:Z=0,N=B=H=0, 8=
2: while not converged do
3: E=SM4X—UHV”%Z%VV+M—UHVH%D0H—MH
4: H=U"D-((X-E+-Z)+U(B+U'SV-IN)V' )V
2p2 U u
50 B=Dg-(H- UTSV+%N)
66 Z=Z+uX-E-UHV")
7: N=N+yH-B-USV)

8  p=uxP
9: end while

Return: L = UHV’ E.

53



Facial Inpainting Methods for Robust Face Recognition - Vasileios-Marios P. Panagakis

4 EXPERIMENTAL EVALUATION AND DISCUSSION

For our experiments, a part of the CelebFaces Attributes Dataset (CelebA) [27]
was used, following the required processing to match the needs of the face
inpainting task. CelebA is a large-scale face attributes dataset with 202,599 RGB
celebrity face images, including 10,177 person identities. The images in this
dataset cover large pose variations and background clutter. Concerning the
number of images chosen from the CelebA dataset, it's clear we couldn’t work
with all of the 202,599 images, not only due to our restricted resources but also
because of the long execution time required for each one of the multiple
algorithm executions. Apart from the quantity of the images, their quality is a
crucial factor as well. For instance, we could not use en profile faces for the
purposes of this project, where facial landmarks are not distinct, since the
methods we used have to memorize as better as possible the basic structure and
attributes of the human face, to effectively restore the occluded parts during the
test procedure. For the reasons above, we picked out and processed 1600 images
of 100 celebrity identities. The images are distributed equally, meaning there are
16 images per identity, including 1 manually occluded image.

As mentioned above, our dataset contains one occluded face per identity. So, for
the implementation of this project, we applied 100 different occlusions, given that
there are 100 identities located in our dataset. For the creation of the occlusions,
we made use of the OpenCV python library. One of its uses is to design shapes of
different sizes and colors on a given image. Thus, we tried to exploit OpenCV to
create a variety of occlusion combinations of different shapes (rectangles, circles,
triangles, lines) and sizes (small, medium, big), filled with realistic colors (shades
of red, brown, pink) that could be detected in an actual face occlusion (e.g., a face
trauma). For each one of the occluded images, our goal was to hide at least one
of the significant facial landmarks, to make the inpainting task as challenging as

possible for our models.
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Figure 4: Sample of our dataset grouped by identity

4.1 Inpainting Results

Occluded Image

Ground Truth
LAFIN

CRPCA (A = 0.0057)
CRPCA (A = 0.01)

CRPCA (A = 0.1)

PCPF (A = 0.0057)
PCPF (A = 0.01)

PCPF (A=0.1)

PCPFM (A = 0.0057)
PCPFM (A = 0.01)

PCPFM (A = 0.1)

1 1l 1 \% \

Figure 5: Image Inpainting on medium occlusions
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To quantify and evaluate the quality of the inpainting results we applied a
performance indicator in the form of a Reconstruction Error metric. This metric
measures the distance between an inpainted image and the ground truth image
and returns a value, which represents the deviation between the two images. It's
clear that the smaller the error value, the greater the similarity of the images.
The reconstruction error is denoted as follows

2

GT-INP

RE = (II ||F) 7)
[IGT||F

where GT is the array representation of the ground truth image and Inp is
the array representation of an inpainted image. The array values lie in the range
of [0,1].

For the evaluation of our inpainting results, we deployed the Mean
Reconstruction Error (MRE), meaning we calculated the average reconstruction
error for the 100 inpainted images produced by each model.

Table 1: Mean Reconstruction Error on medium occlusion dataset

Models Mean Reconstruction Error
LAFIN 0.037
A =0.0057 0.076
CRPCA |1 =0.01 0.104
A=0.1 0.127
A =0.0057 0.066
PCPF A=0.01 0.080
A=0.1 0.115
A =0.0057 0.024
PCPFM  |A=0.01 0.020
A=0.1 0.021
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4.2 Evaluation on Face Recognition

Reaching the end of this thesis, it has become clear by now, that the purpose of
the face inpainting task is the restoration of occluded faces to a non-occluded
form, to facilitate their identification. Though, we mustn't be complacent, that a
visually flawless inpainted image guarantees the accurate retrieval of the
identity. Hence, for the purposes of this project, we deployed three different
evaluators (K-Nearest Neighbors Classifier, Linear Support Vector Machine
Classifier, VGGFace2 Classifier) to validate the accuracy of our inpainting models
for the face recognition task. The K-Nearest Neighbors (KNN) and Linear Support
Vector Machine (SVM) Classifiers are based on the homonymous supervised
machine learning algorithms, that are mostly used to solve classification
problems. KNN assumes that similar things exist in close proximity. At first, it
stores all the initial data (train set) and then classifies the new data points (test
set), based on their similarity to the initial data. This means when a new data
point appears it can be easily classified into the most similar of the available
categories. Linear SVM’s main attribute is the creation of a line or a hyperplane,
which separates the data into classes. In the SVM algorithm, the initial data (train
set) are mapped as points in n-dimensional space with their values being the
coordinates of their locations. The objective of SVM is to maximize the width of
the gap between the two classes. The new data points (test set) are then mapped
into that same space, and they join the class, which corresponds to the side of
the hyperplane they fall into. During our experiments, we used the
KNeighborsClassifier and SVC Classifier implementations of the Scikit-learn
Python package. Moreover, we generated the face encodings using the
face_recognition Python library, which constructs an array of 128 values. Face
encodings are arrays of RGB values, containing specialized information about a

face image.

On the other hand, VGGFace2 Classifier is an implementation of our own.
Practically, we built a KNN Classifier, named after the VGGFace2 dataset.
VGGFace2 is made of around 3.31 million images divided into 9131 classes, each
representing a different person's identity. Thanks to its low label noise, high pose
and age diversity, it has become a popular dataset suitable to train state-of-the-
art deep learning models on face-related tasks. We named our Classifier after
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VGGFace2, because this time, we chose to generate the face encodings
differently. Specifically, we deployed a ResNet50 [23] neural network pre-trained
on VGGFace2, which takes an image face as input and returns an array of 2048
values, representing the unique face attributes, namely the face encodings.
Afterward, we passed the face encodings in our KNN Classifier, where we utilized
the cosine similarity metric to classify our inpainted results to the predicted

identities.

Table 2: Evaluation results on medium occlusions using KNN Classifier

Models Exact Ranked-3 Ranked-5
accuracy (%) | accuracy (%) | accuracy (%)
LAFIN 66 71 80
A =0.0057 58 69 73
CRPCA A=0.01 68 72 77
A=0.1 62 73 80
A =0.0057 42 48 53
PCPF A=0.01 45 55 60
A=0.1 33 43 49
A =0.0057 48 62 67
PCPFM A=0.01 69 77 84
A=0.1 76 83 85

Table 3: Evaluation results on medium occlusions using Linear SVM Classifier

Models Exact accuracy (%)
LAFIN 60
A =0.0057 33
CRPCA A=0.01 68
A=0.1 67
A =0.0057 40
PCPF A=0.01 44
A=0.1 32
A =0.0057 61
PCPFM |A=0.01 69
A=0.1 76

58




Facial Inpainting Methods for Robust Face Recognition - Vasileios-Marios P. Panagakis

Table 4: Evaluation results on medium occlusions using VGGFace2 Classifier

Models Exact Ranked-3 Ranked-5
accuracy (%) |accuracy (%) |accuracy (%)
LAFIN 75 82 85
A=0.0057 |54 65 72
CRPCA A=0.01 71 81 85
A=0.1 75 82 87
A=0.0057 |37 54 61
PCPF A=0.01 46 56 65
A=0.1 43 55 61
A=0.0057 |46 62 70
PCPFM |A=0.01 67 79 84
A=0.1 76 84 88

5 CONCLUSION AND FUTURE WORK

The purpose of this thesis was to restore several occluded face images to a non-
occluded form, using different inpainting methods, which we evaluated on the
face recognition task. LaFIn is a supervised method built upon a series of deep
neural networks, which integrate facial landmarks and generate an inpainting
result for a given occluded face image. PCPSFM, on the other hand, is an
unsupervised method, based on the RPCA methodology. It is fed with both
occluded and non-occluded face images and returns a low-rank matrix Lo,
containing all the inpainted face images and a sparse matrix So, which consists
of images, depicting the occluded parts of the initial faces. To achieve that,
PCPSFM incorporates many improvements, compared to the classic RPCA
method, with the most important of them being side information, features and

missing values.

Through the course of this thesis, we managed to produce several successful
inpainting results, and we achieved very satisfying evaluation scores on the face
recognition task, always in proportion to the examined occlusion size. However,
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there are still many upgrades we could have included in our experiments to
optimize even more the inpainting results and the evaluation accuracy if we had
the appropriate resources and a loose deadline. First of all, having access to a
stable machine with an integrated GPU would allow us to focus on a more
complex implementation of the PCPSFM Algorithm, designed to utilize the
processing power of the GPU, which would lead to a notable reduction of
PCPSFM's execution time. In this context, it would be in our best interest to
process and experiment with a lot more than 1600 face images, to feed our
models with as much data as possible, expecting a significant improvement in
the inpainting results. In fact, the face images could be of a resolution higher
than 100 x 100 to expose in even more detail the restoration of the occluded face
parts. Moreover, taking for granted the availability of resources in the future, it
may be worth proceeding to the re-training of LaFIn network, on the same
cropped and aligned set of clear face images, used as side information or
features in the PCPSFM models. This way, the comparison of the two methods
will be fair, counter to the circumstances of this project, where we made use of
the default LaFIn version, pre-trained on the initial in-the-wild, aligned CelebA
images. Last but not least, there is always a chance of finding a better evaluation
method, capable of achieving higher accuracy scores for the face recognition
task.
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Ot Texvoloyieg MAnpowopiag & Emikolvwviag otnv KoWwvLKr évtan Tou poo@uytkol TANBuopoU: Anploupyia
PneLakoL epyaleiou yla tnv pocBacn otLg e-Services tng Yrinpeotag AcUAou - EAévn MoAu&evn I. Mamaddkn

OL TexvoAoyieg MAnpowopiag & ETLKOLVWViag
OTNV KOLVWVLKI €VTagn tou
T(POCPUYLKOU TTANBUGHOU:

Anploupyia PnLakou epyaleiov yLa tnv
npdécPaon otLg e-Services tnG Ytnpeoiag AGUAou

EAevn MoAugevn I. Mamaddakn

NEPINHWH

OL KOLWVWVLKOTIOALTLKEG KAL UYELOVOULKEG METABOAEG 0 OAOKANPO TOV KOGHO,
OUVSUAOTLKA PE TNV Taxela texvoAoyLkr) Tipdodo, £xouv 0dnyrosL Ta TteAsutala
xpovia oe paydaia Pnelomoinon umnpeolwy Kat SLadLkaolwy. Zuyxpovwe, N
EM\GSq, slvatr pla xwpa, n omola aroteAel onuelo €L0060u oTNV €LpWTIALKA
ATIELPO KAl TIAPASOCLAKA UTIOSEXETAL HEYAAQ PEUHATA TIPOCPUYLKWY POWV aTtO
Tplteg YWPEG ToU attouvtatl AcUAo o€ autrv. OL utnpecieg TTou cuvdeovTal Pe
TO VOMLKO KOBEOTWG autig tng TANBuopLakng pepLdag umayovial otnv
Katnyopla twv umnpeowwv Tou €xouv Ynelomolndel, xwplg wotdéco va
AapBdavouv uttodn ta Lslaitepa YapakKTnPLOTLKA KAl TLG aVAYKES TWV avBpwTiwv
0TOUG OTtoloug ameuBuvovtal. ZTo TAAloLo TG TTapoUoag TITUXLAKNG Epyactag,
péow tng aflomoinong twv Texvoloywwv MAnpowoplag kal Emikowvwviag (TME)
Snploupyeitat eva Yn@Lakd €pyarsio TOU KOAUTITEL TNV avaykn autn,
TIapeyxovtag otnv opada otoxou Tn duvatotnta Tpoofacng O €ykKupn
TIANpowopnon kat peBodoug avammuéng twv amapaitntwv  Pnelakwv
SeElotntwy (AaBéolpgo oto olvdeopo: https://hrcmfcathens.com/digital-tool-

asylum/)

Ogpatikn Meproxn: Wn@Lako ekTalSeuTIKO TIEPLBAAAOV
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Ot Texvoloyieg MAnpowopiag & Emikolvwviag otnv KoWwvLKr évtan Tou poo@uytkol TANBuopoU: Anploupyia
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NEEeLG-KAeLSLA: WnLakeg Sgglotnteg, TMNE, H5P, Aoylopikd kabBodnyoupevng
SL6aokaAilag, Tpocopoilwaon, TIPOCPUYEC

EMNIBAEMQN

Ayopitoa dyoulou, EAIM, EBvikO kat Kamodlotplako Mavermiotrpto ABnvwy

1 EIZATrQrH

H EAAGSa avekaBev amoteAoUoE €va amo Ta KUpLa onpeLla ELoOS0U TIPOGPUYLKWY
POWV AOYW TNG €UVOLKAG YEWTIOALTLKAG TNG B€0NG. ZUVETIWG, €XEL avamtugeL
uTINPECieg Kal SLadlkaoieg Tou ameuBbuvovtal o autr) TNV TANBucpLaK opdda
KaL oxetifovtal AUeca Pe TO VOULKO KABEOTWG UTIO TO OTIOL0 TTIAPAPEVOUV OTNV

EMNVLKN ETILKPATELQ.

Ol KOLWVWVLKOTIOALTLKEG KOl UYELOVOMLKEG €EeALEELC TwV TeAeuTalwv Xpovwy,
€xouv odnynoeL otnv a&lomoinon twv paydalwv texvoAoylkwy eEeAlEewv Kal
TwV Texvoloywwv MAnpowoplag kat ETikowvwviag otig Kowwvieg utodoxng, Ue
oKOTIO TN SLapdpPwon cuvBnNKWV NAEKTPOVLKNG SlakuBépvnong. Zto TAalolo
autd, PBaoclkég umnpeoieg Tou ameuBlvovtal CE TIPOOWYUYLKO TIANBUGHO,
TipoxwpnNoav o€ aueon Pnelomoinon twv SLadLlKaolwy ToUG, TIPOKELPEVOU va
EVAPPOVLOTOUV HE TLG ATIALTNOELG TNG ETIOXNG. QOTOCO, K TOU ATIOTEAECUATOG,
glvat EKENAO OTL OL EVEPYELEG AUTEG YEVVNOQAV KAl QPKETEG TIPOKANOELG, KaBwg N
TIANBUCPLAKN OpAda TWV TPOCPUYWV AVTLHETWTILlEL eUTtOSLA KAl SUOKOALEG
OTNV TPOOTIABELA TNG VA ATIOKTAOEL TIPOoBacn OTLG €V AOyw UTINPEGCLEG TTOU
oxetiCovtal pe YAwoolkoUg Ttapdyovteg, aduvapia mpooBacng os eykupn Kal
OAOKANPWHEVN TIANpoWopnon Kat EAelPn Baolkwv Pnelakwv de€lotitwy. H
KaTavonaorn, n yvwon Kat n mpaktikn a§lomoinon 0Awv autwv TwV OTOLXElwV
Suvavtal va TIpocPEPOUV XProLPa epyalela WG OTOXEUPEVEG TTApEPPACELG yLa
TNV anoTeAecUATIKA SLaxelpLon TWV aVWTEPW TIPOKANCEWVY KAl TNV UTIOOTHPLEN
TOU TIPOCQUYLKOU TTANBUGCHOU.
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Qg €k ToUTOU, N EMIKpatToUoa Katdotaon otnv EAAASa kat oL TTPOKAACELG TToU
aVAKUTITOUV 0TO TAQ{OLO TNG AuTOVONNG KAl ATIOTEAECUATLKAG TipooBacng Tou
TIPOCQUYLKOU TIANBUGCHOU OTLG PNQPLOTIOLNPEVEG UTINPECLEG, AELToUpynoav wg
€VAUOPa WOTE Va eKTIoVNOEL N TTapovoa TITUX LAk epyacia, n omola eotlaleL otn
MEAETN TNG €V AOYw TANBUOHLOKAG Oopadag Kat Twv SLadlkaolwy Tou TnV
agpopouv, kabwg emiong tng aglomoinong twv TexvoAoylwv MAnpowoplag kat
Emikowvwviag yla tnv uttootApLgn tng evtaglakng dtadkaoiag twv mpoouywv
otnv Kowwvia umodoxng. Me Bdon to Bewpntikd autd utoPabpo,
SnuloupynBnke éva Yn@Lakd pabnolakd epyaAelo Tou armeuBuvetal otnv
TIANBUOULAKN) OPASA TWV TIPOCYPUYWV KAl EXEL EOTLACEL TO TIEPLEXOUEVO TOU OTNV

TPOORACN AUTHG OTLG NAEKTPOVLKEG UTINPeaieg acUAou (Elkova 1).

A 15

migration.gov.gr

Yneplakod epyaleio

To epyaleio auto anotelel pia aveEapTnTn Kat pn KEPSOOKOTIKI TPWTOBOUALQ EKTIAISEVTIKOD XAPAKTIPa, N OToLa EXEL WG OKOTO TNV UNIOOTAPLEN altolvTwy S1EBv ipooTtacia kat
QVaYVWPLOHEVWY TIPOCPUYWY, WOTE Va KATAVONOOLY TIG NAEKTPOVIKEG “YTpeoieg AGUAOL" Ttou eival SLaBECLES TTOV LOTOTOTO TNG Yrinpeoiag AcUAOL Tov YToupyeiov METavacTevong
Kat AGOAOU, va EE0LKELWBOLY JIE QUTEG KAl va avarTuEoLV TIG anapaitnTeES YNPLAKES SEELOTATES yia TNV UTOVOHN XPON TWV WG AV NAEKTPOVIKWY LTINPECLWN.

( ‘Evapgn — )

Ewkdva 1: Apxikr) oeAl&a PneLakou epyareiou

O oKOTIOC TNG TTapoVCag TITUXLAKAG epyactiag cuviotatat ota KAatwoL:

e H attoAoynuévn emioyn tng opddag otdyou, péoa amd TNV avaluon Twv
SLadLKAoLWV ACUAOU KAl TWV LELAITEPWY XAPAKTNPLOTIKWY KAl QVayKwV
TOUG O€ ouvayela pe tnv YneLomoinon tng kowwviag urtodoxng

e H Bewpnuikn Tmapouciaon Ttwv Texvoloywwv MAnpowoplag kat
Erikowwviag (TME) kat tng ouvéeong autwv e TV Ynglomoinon

UTINPECLWV KAl SLaSLKACLWY O€ EBVIKO KAl EUPWTIALKO ETILTIESO
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e H &nuloupyla evog YneLakou pabnolakou epyaieiou kabBodriynong kat

avantuéng PneLakwy S€ELOTATWY yLa TNV ATIOTEAECHATLKI KAl AUTOVOUN

TipooBacn tng opddag otdxou oTLG PNYLOTIOLNPEVEG UTINPEGLEG acUAoU,

HEoa amd TNV KAtdkinon amod Tov XPAOTN TWV  aKOAoubBwv

TIPOCSOKWHEVWY ATIOTEAECHATWVY:

o

Na mAonyeltat og eva TePLBANOV PNPLAKWY UTINPECLWY KAl va
EVTOTILZEL KAL VA ETIAEYEL TLG ETILOUNTEG UTINPEDLEG

Na evtomilel ta umopvrpata PBonbelag Tou Tapeyxovtal oe pia
NAEKTPOVLKN popua

Na Staxetpidetal kat va CUPTIANPWVEL pia NAEKTPOVLKA YOpUa

Na gpappolel ta Brpata tng Tpocopolwong otnv TAatopua tng
Yrinpeotag AcUAou (YA) Kat va UTTOBAAAEL PE ETTLTUXLA TNV EKACTOTE
aitnon

Na melpapatidetat otn xprion tng mMAat@oppag tng YA PEOW TWV
TIPOCOHOLWOEWVY

Na avayvwpilet ta TmAeovekthpata tng Ynelomolnong Ttwv
YPOAWELOKPATIKWY  Sladlkaolwy, va Tpootabel  autdvopa va
XPNOLUOTIOLEL TLG avtlotolxeG Pn@PLAKEG TIAATPOPUEG KAl va
TIAPOTPUVEL AAAOUG OTN XProN aUTWV

Na tpocappdletal oTLG Pn@LAKEG AaLtroELg TNG Kovwviag uttoSox ¢
KL Va TLG aVTLPETWTTLEL e auToTiemoiBnon Kal oL e oo

1.1 H emkpatovoa Kataotacn octnv EAAGSa

H mavénuia tou COVID-19 £pepe adtaplofntnta paydaieg alayEg og OAouUG

TOUG TOMELG TNG avBpwTilvng Spactnplotntag. Xto TAalolo autd, €Pepe OTO

TIPOOKNVI0 tnv avaykn aglomoinong twv TMNE wote va efaoc@allotel n

QVEUTIOSLOTN TIPOCSBacn OAWV TwV TIOALTWV OE UTINPECLEG yLa TNV LkavoToinon

TWV AVayKwv Toug Kat tn Stekmepaiwon Bepdtwy tng KabnuepvdTnTtdg toug [1].

OuL umnpeoleg tou énpociou topea otnv EAAGdSa €xouv evtaxBel oe pLa

Sltadlkaoia Pn@LakoU PETAoXNUATIOPOU TIPOKELUEVOU Vva TIPOCAPHOGOUV

AelTtoupyleg kal Tapoxeg ota olyxpova &edopeva evog Pn@LOTIOLNHEVOU

66



Ot Texvoloyieg MAnpowopiag & Emikolvwviag otnv KoWwvLKr évtan Tou poo@uytkol TANBuopoU: Anploupyia
PneLakoL epyaleiou yla tnv pocBacn otLg e-Services tng Yrinpeotag AcUAou - EAévn MoAu&evn I. Mamaddkn
kpdrtoug (Mpoypappa «MoAttela» [2], Eviaia Wnelakry MUAN g Anudolag
Awoiknong (gov.gr) [3] k.A.).

YTié to mplopa auto, to Yroupyeio Wnelakng AlakuBépvnong, avayvwpidovtag
TNV avaykatotnta anokinong PneLakwyv SeELOTNTWY, WoTe OAOL oL TIOA(TEG va
aVTAToKPivovTal Y€ ATTOTEAECHATIKOTNTA OTLG ATIALTACELG TNG PNPLOTIOLNPEVNG
TIapOoX NG UTINPECLWY, oUOTNOE TNV opada «EBviko Kevtpo Avamtugng WneLakwv
A€ot Twv/IKavoTtwy», KaBwg Kat tn BiBAo tou Wnelakol Metacxnuatiopov
TIOU TIEPLEXEL OXETIKEG OTPATNYLKEG WG TIPOG TNV AVATITUEN §paoTtnpLOTTWV yLa

TNV EKTTAlS€VON TIOALTWV KaL ETILXELPNUATLWY oTLg TME [4].

MapdAAnAa, n EBvikA Ztpatnylkr tou Yroupyeiou Metavdoteuong kat AGUAOU
yla tnv évtagn twv mpoo@uywv [5] Sivel emiong éupaon otnv alomoinon twv
TMNE kat otnv avdmtuén Ynelakwyv SeELoTATWY yla Tt SLEUKOAUVON TNG
EVTAELAKNG Toug Sladlkaoiag peoa amo tn Stac@daAlon tng mpocBacrg Toug o€
SNUOCLEG UTINPECLEG KAL O€ TIEPLEKTLKEG KaL aKPLBELG TTANPOYOpPLEG OXETIKA E TA
SLKALWPATA KAL TLG UTIOXPEWOELG TOUG.

1.2 H emkpatoUoa Katdaoctacn otnv Eupwnaikn Evwon

H Eupwtaikr Evwon (EE) opilel tnv YneLakr kavotnta we pia amo TG okTw
BaOLKEG LKAVOTNTEG TLG oTtoleG XpeLdidovTal OAOL oL AVBPWTIOL yLd TNV TIPOCWTILKA
TOUG OAOKANPWON KAl avartuén, Tnv evepyod LELOTNTA TOU TIOALTN, TNV KOWVWVLKN
évtagn kat tnv amacyoAnon. To Eupwtaikd KowoPoUAlo, peca amo OXETLKO
PripLopa, TiPoPAETIEL TLG PNPLAKEG SEELOTNTEC WG aTtapaltnTo OTOoLXELO yLa pLa
Pn@Lakn Kowwvia Ywplc amokAelopolg, otnv omola OAoL oL ToAlteg
aVeEALPETWE €XOUV TNV UToXpEwon Kat AauPdvouv ta katdAAnAa kivntpa
TIPOKELPUEVOU va TI¢ avamtu&ouy [6]. Zto mAaiolo autd, o EupwTtdikog Iotdtomog
yla tnv ‘Evta&n (EWSI) Stepelivnoe to €Upog tnG PneLoToinong Twv UTINPECLWY
evtagng petavactwv o€ oAOKANpn tnv EE kata tn &iapkela tng mavénpiag
COVID-19, opidovtag wg Bepatikeg e0Tiaong TNV TIPOCAPHOYN TWV UTINPECLWV
TIOU aTtattoUV QUOLKN Ttapoucta, Tn dnuloupyila VEWV SLASLKTUAKWY UTINPECLWY

Kal Tnv Ynelakn mpooBactyotnta yLa ToV HETAVAOTEUTIKO TTANBUGCHO.

Méoa amo tn SnUocLoTioinon TWV OXETIKWY EUpnUATwV tov PeBpoudplo 2022,

SLaTLOTWONKE OTL OL SNPOCLEG UTIOOTNPLKTLKEG UTINPEGLEG TOTILKOU Kal €BVIKOU
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ETILTIESOU TIPOCAPHUOCTNKAY, WOTE VA AELTOUPYHOOUV SLASLKTUAKA GE OAOKANPN
NV EE, yla va avtipetwicouv petagl AAWV tn povagld Kal Tnv anopovwaon
TIoU TIPOKANBONKaV Adyw TNG €QAPHOYNG TWV TIEPLOPLOTIKWY HETPWV ylLd TOV
COVID-19. NMoMAég kuBepvnoelg tng EE Bplokovtav nén otn Sladikacia
PnYLoToinong Tou GUVOAOU TWV UTINPECLWY TOUG, EVW YLA OPLOPEVOUG SLEBVELG
OPYQVLOPOUG N NAEKTPOVLKI TIAPOXN UTINPECLWVY ATIOTEAOUCE TIPOUTIAPYOV
XOPAKTNPLOTLKO TOUG. MNa AAAEG KUBEPVNOELG KAL PLKPOTEPOUG OPYAVLOHOUG, N
navénuia tou COVID-19 armotéAecs €vauopa yla tn petaBacn amd tnv
TapadooLlakn otnv PneLakr Tapoxr utnpeolwy. QoTtoo0, UTINPXAV ETILTTAEOV
KUBepvAOeLG n/kat opyaviopol Tou gfakoAouBoloav va HNV €XOUV TOUG

ATIALTOUHEVOUG TIOPOUG YLa Pn@LoTiolnon Twv TIapeXOPEVWY UTINPECLWV.

Qg eml o TAeloTOV, OL SUTIKEG, OL BOPELEG KAL OL LECOYELAKEG XWPECG, OTIWG N
FaAAla, n MoptoyaAia, n Zoundia, n Aavia kat n MdAta telvouv va gxouv
uPnAoTEPO eTtimeSO TaAPoXNG SLASIKTUOKWY UTINPECLWVY YLd TOV TIPOCQUYLKO
TIANBUCPO CUYKPLTLIKA MPE TLG XWPEG TNG AvatoAlkng kat Kevtplkng Eupwrng,
OTIWG N ZAoBakia, n Poupavia, n Ouyyapia kat n BouAyapta, cuvBrkn n omola
loxue kat TtpLv armo tnv navénuia tou COVID-19.

AveEdptnta amo to Babud Pnelomolnong twy TapeXOUEVWY UTINPECLWY OTLG
XWPEG TNG EE, 0TtWg TtpokUTITEL peoa amd T peAETn EevoyAwoong BLBALoypaglag
OXETLKA PE TOV OXESLAOMO Kal tnV avdamtuén Pn@Lakwy epyaisiwv yla tnv
uTtooTAPLEN TNG TIPOGRACNG ToU €V AOYyWw TIANBUCHOU OE PNPLAKEG UTINPECLEG,
evtomiidovtal PEPOVWHEVEG TIPWTOBOUALEG TIOU cuvdéovtal Kuplwg He TNV
Kataption oxedlwv evtaéng tnv afloAdynon avaykwv EMayyEAPATLKAG
ekTaldéeuong Kat tnv mapoxn MANPOWYOPLWY yla TNV TPOoPacn O UTINPECLEC
EVTAENG Kal SLOLKNTIKEG SLadLkaoleg, oL OTIoleC O€ OPLOMPEVEG TIEPUTTWOELG
ATIOTEAECAV TIPOCWPLVI) CUVON KN KATA TN SLAPKELA TWV EBVIKWY amayopeVoEWV
KUkAowoplag Aoyw tng mmavénuiag tou COVID-19, evw og AAAeG SlamiotwBnke
EMeLPn ToAuyAwootkoL xapaktrpa [7].

1.3 NpdoocBacn Tou TIPOGYPUYLKOU TIANBUGHOU GE NAEKTPOVLKEG UTINPEGCLEG

Ytnv EMAGSa, amd 1o 2020, oto mAaiolo mpowbnong tng Yn@lakng

SLaKUBEPVNONG PE OKOTIO TNV KAAUYN TWV Qvaykwv tng Kowwviag oe emimnedo
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SLASLKAOLWV KaL UTINPECLWV €V HECW TNG TTavénuiag tou COVID-19, to Yroupyeio
Metavaoteuong Kal ACUAOU €XEL QVAKOAECEL TNV aAmapaitntn autoTpoOcwTn
TIAPOUCIa TWV ALTOUVTWY ACUAO OTLG KATA TOTIOUG apPOSLEG MEPLPEPELOKEG
Yninpeoieg, omote oL Sladikaoieg tng Ymnpeolag AcUAou umootnpilovtal
OTIOKAELOTLKA NAEKTPOVLKA. ZUYKEKPLUEVA, €EXEL SLAPOPPWOEL NAEKTPOVLKN
TAQTYOPHPA HECW TNG oTtolag oL Kataysypappevol aAodarol £xouv Tipocfaocn
o éva oUVOAO aTid NAEKTPOVLIKEC altnoelg (e-Services). MapAdMnAa, yla TLG
Sladlkaoileg Tou amattolv TN Se€opeucn pavieBoul, elval amapaitntn n
NAEKTPOVLKN KPATNON aQutoU PEoA armo tn OXETLKN SuvatdtnTa TIOU TAapEXETAL

oTNV MAQTYOopHa.

OL attolvteg r/kat Sikatouyol Stebvoug mpootaciag Pmopolv va uttoBAaAAouv
NAEKTPOVLKA QLTACELG OL OTIoleg evtdooovtal OTLG KATwOL katnyopleg twv
YTinpeowwv AcUAou [8]:

e [poypappatiopog paviefou

e Avavewon AeAtiwv Altouvtwy AteBvoucg Mpootaotiag

e Altnon ANayng Ztolxelwv Emikowvwviag

e Altnon AN\ayr¢ Ztolxelwyv Tautdtntag

e Altnon AvaBoAnc/ETmiomeuong ZUVEVTEUENG

e Altnon BeBaiwong Katdotaong Attriuatog

e Altnon Ataxwplopol PakEAwv

e Altnon KatdBeong Eyypdepwv

e Altnon Xoprjynong AvtLypagwv

e Altnon yta Noptkn Zuvépoun

e Altnon yvwotomoinong MAAYNA

e 'EAeyxocg amodoong AGM

Evtoutolg, n ynelakn mpocPacn mapapevel Ldlaitepa SUOKOAN yld TOUG
VEOQPLYOEVTEG UTINKOOUG TPITWV XWPWV KAl yLa EVAAWTEG OPASEG TIPOCPUYWV
[9]. Ta Baolkd epmdSla yla Toug UTINKOOUG TPITWY XWPWV 0TNV TpocBacn os
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UTINPEGCLEG NAEKTPOVLKAG UTIOOTNPLENG TEPAAUBAVOUV YAWGOOLKA PTIOSLA Kal
EMeLPN ota KATWOL: cuvdeon oto SLASIKTUO, TEXVOAOYLKA PECQA, NAEKTPOVLKN
tautotnta (e-ID), neLakeg Se€Ldtnteg (oupmephapBavopévng tng e€otkelwong
HE OUYKEKPLUEVOUG TUTIOUG TEXVOAOYLAC), XpOVO Kal Xwpo oto ottt [7][10].

MNapaAAnAa, Tipoc@atn afloAdynon avaykwy Tou TIPocPuyLKoU TTANBUCpoU TtIou
Sle€nyaye o EAANVIkOG EpuBpdg ftaupog (EEX) oe ouvepyaoia pe tn Aebvn
Opoomovsia EpuBpou Ztaupol Epubpdag HuloeArivou (AOEZ/EH) [11] avédel&e
OTL N TIEPLOPLOPEVN 1N TTAVTEANG EANELPN YVWONG TNG EAANVLKAG YAWOOoAG amoTeAel
Baolkd eumodLo yla tnv andktnon pocfacng os ayabd Kat uttnpecteg KaL tnv
e€aodAlon Slapovng kal armtacxoAnong. Emumpdobeta, peyain mmAstoPngia tou
WG Avw TANBuopoU Buwvel BALYN, amopodvwon Kat ayxog AOyw Tou HPEYAAOU
XPOVOU avapOoVAG KAl TNG PN KAatavonong Twy §Ladlkaclwy Tiou a@opouV oTo

VOULKO TOUG KABEOTWG.

EllkOTEpa o oxeon ME TO TeAeutaio, avadelxBnke OtL n Tpoofacn OTLG
SLadlkaoteg acUAoU lval eEatpetikd SUCKOAN AOYwW ACAPELAG KAL TOU YEYOVOTOG
OTL N AVWTIEPW TIAATYOPHA NAEKTPOVLIKWY UTINPECLWY TG YTinpeotag AcUAou
elvat kuplwg ota EMNVLKA Kat ota ayyALkd, evw Ttapouctaletl eAelelg oe edla
TIOU TIPOCWPEPOVTAL OE TIEPLOCOTEPEG YAWOOEG. TO OUYKEKPLUEVO BEpa KplveTal
Slaitepa TPOPANPATIKO yla pla TAQTQOPPA TIoU Tpoopiletal yla Ttov
TIPOCPUYLKO TTANBUCHO, SNULOUPYWVTAG TIPOKANCELG OTN XPron tng.

2 YH®PIAKO EPTAAEIO

To YneLako epyaleio pdbnong mou oxeSLACTNKE Kal UAOTIOLBNKE 0To TAALoLo
NG Tapovoag TTUXLAKAG epyaciag, ocuvdualovtag TNV KAAALEPYELA CUVAPWV
Se€LotNTWV Kal TNV €E0LKELWON PE TLG NAEKTPOVLKEG UTINPECLeG TNG Ymnpeaolag
AcUAOU, ETILELWKEL TOV PETPLACHO TWV TIPOAVAPEPBEVTWY SUCAELTOUPYLWV Kal
a&loAoyeital wg OTOXEUPEVN KAl ATTOTEAECPATLKN TtapEPBacn amo tov EAANVLKO
EpuBpo Ztaupo, 0 OTOLOC AWEVOG TO EXEL EVOWMATWOEL OTLG TIAPEXOMEVEG
UTINPEGCLEG TOU yLa TNV UTIOOTHPLEN KAL TNV KOLWVWVLKI €vTagn TOU TIPOCPUYLKOU

TIANBUOPOU, AYETEPOU EVIOYUEL TNV TIEPALTEPW AVATITUEN TOU.
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TUYKEKPLUEVQ, ATTOTEAEL EVa EVXPNOTO UTIEPUECLKO EKTIALSEUTLKO TIEPLRAANOV, TO
omtolo TapEXEL Apeon, SLadPacTLK KAl EUVEALKTN TPOOPacn o€ TIOAAATIAEG
HopWEg TANpowoplag (kelpevo, elkova, Nxo, Blvteo, ypagikd, KlvoUpeva oxedLa)
KOl O€ €Va CUVOAO SLAQOPETIKWY TUTIWV HABNCLAKWY AVTLKELUEVWV.

To TePLEXOUEVO TOU ETILKEVTPWVETAL OTLG NAEKTPOVLKECG UTINPEDLeG (e-services)
Tou elvat dlabeotpeg otnv katnyopla «Ymnpeoieg ACUAOU» TNG NAEKTPOVLKNG
mAatopuag tng Yrnpeoiag AcUAou (YA) Tou Ymoupyeiou Metavaoteuong Kat
AcUAou, oL oTtoleg ameuBbuvovtal O ALTOUVTIEG Kal SLKaLoUxoug SLeBvoug

mpootaoiag.

H opydvwor tou elval Sopnuévn o€ eva SIKTUO OUVEESEUEVWY PETAEU TOUG
KOPBWV, OTIOU 0 KABE KOPBOG aVTLOTOLXEL O CUYKEKPLUEVN altnaon tng PneLakng
TIAQTQOPPAG Kal amoTeAel pla TOAUPOPEN TANPOYOPLAKH evoTNTA N €va
pHaBnolako avtikeipevo. OL kOpBoL Stakpivovtal og U0 KATNYopLeEG WG TIPOG TO
TIEPLEXOPEVO TOUC Kal tn Asttoupyla Tou emiteAouv: 1) kUpLol KOuBoL Tou
AVTLOTOLYOUV O€ TIANPOWYOPLAKEG EVOTNTEG Kal PaBnolakd avtikeipeva (pavpo
xpwpa) 2) kéuPot StakAadwaong pe mAnpowopieg mou Bonboulv Tov Xprotn va
ETIAEEEL TO KATAMNAO povoTtdtt BACeL TG amavtnong mou Sivel (UTTAe xpwua)
(Etkova 2). Qg €k TOUTOU, O EKTIALSEUOHEVOC EXEL TOV EAEYXO TNG TIAOIYNONG OTO
EKTIALSEUTLKO TIEPLBANNOV Kal pTtopel va kabBopilel Suvaplka tnv poofacn otLg
SLAPOPEG eVOTNTEC BACEL TWV AVAYKWVY TOU KAl TOU ETILIESOU YVWOEWV Kal
Se€lotNtwy Tou SlaBétel. MapdAAnAa, n oxedlacn TOU CUYKEKPLUEVOU
EKTIALSEUTLKOU TtepLBAAoVTOC, AapBdavovtag uttoPn OTL N EKACTOTE NAEKTPOVLKN)
altnon amoteAel ywa tnv opdda otodxou pla ouvBetn katdotacn tnv omola
KaAeltat va &laxelplotel, kavel xprion eMeENYNUATIKWY PNVUPATWY ME
TIOMATIAEC KAl ouvdpa  amAéC  avarmapaoTACEL;, TIPOKELWEVOU va TNV
TIAPOUCLACEL PE EUANTITO KAL ATIOTEAECPATLKO TPOTIO TIou &€ Ba anmwbr oL Toug
EKTIALEEVOPEVOUG, OAAG Ba aTTOTEAEDEL YU AUTOUG KlvnTpo pabnong Kat evepyoug
gvacyoAnong. Map’ oAa autq, diatnpel amAn tn SlETayn, TIPOKELPEVOU va

TalpLadel 0Ta XapAKTNPLOTLKA KAl TLG aVAYKEG TNG Opadag oTo)Oou.
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Ewkova 2: Aopn Ynlakol epyaAeiou o€ Siktuo kKOPBwV (armd to eptBaAov
oxedlaong)

‘Ocov awopd tn vontukn &LapBpwon tou pabnolakol epyaleiou, auth
TepAapBavel opyavwpéva oUVOAA TIANPOWOPLWY OXETLKA PE TO €L60C Twv
alttnoswy tng YA, Ta oTolyEla TTou elval amapaltnta yla tn CUPTIARPWOoN tng KABe
altnong kat tn dtadikacia uTtoBoAnG tng K&Be aitnong amd To TMPWTO PEXPL TO
TeAeutalo otadlo. Ta cUvoAa TIANPOYOPLWY ATIOTUTIWVOVTAL PE TPOTIO TIOU
OKOAOUBEL TOV UTIEPUECLKO XAPAKTAPA TOU epyaleiou, evw ol Sladikaotieg
UTTIOBOANG Twv altAoswv Tou elval Slabeolpeg otnv wW¢ Avw TAATPOPUA,
TapoucLladovtal OTOUG EKTIALSEVOUEVOUG KUuplwg péoa amd SUo TUTIoug
HOBNOLOKWY QVTLKELPMEVWY: AOYLOPLKO KaBodnyoupevng S&ltdackaAiag Kal
Tipocopotlwon.

To Aoyloptko kaBodnyoupevng Stéaockahiag (tutorial) oxedldotnke pe otoxo va
Tipooopowwoel  otadlaka T  Sladlkacia KAl va TIOPOUCLACEL  OTOUG
EKTIALEEVOPEVOUG TO TIEPLEXOUEVO QUTNG Bripa pog Bripa, cuvdualdovtag £lkova,
NXNTLKEG TIEPLYPAPEG, UTIEPOUVEECHOUG Kal KlvoUpeva oxedla o€ eva Pivteo.
ATtoteAel autovopn SLEAKTLKN povada Pe Tt popwn Blvteo, n otola apeXEL OAEG
TLG TTANPOYOpPLEG TTOU Ba Toug uTtooTNPLEOUV KATAAANAQ, WOTE Va KATAvorCouv
TNV €KAOTOTE altnon He To 8KO TOug pubud, Xwplc tn xprnon dAAAou
EKTIALSEUTIKOU UALKOU. To Pivteo-tutorial &lvel tn 6Suvatotnta otoug
ekmtaldeudpuevoug va eréyouv tn pon (évap&n/mavon), va mpoxwproouv o€
EMOWEVO Bripa ri/kat va yuploouv o€ iponyoUpEevo, va emavaldpBouy Brjpata tng
Sladlkaoiag Kat va ta cuvSudoouV Pe AANEG TINYEC TIEpLEXOMEVOU (T1.X. Emtionuo
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EYYPAWO HE TIANPOYOPLEG, ETLKOUPLKO Bivieo eotlaopévng BepatoAoyiag K.A.)

TIPOKELYEVOU VA ETILTUXOUV TA TIPOCSOKWHEVA ATIOTEAECHATA.

H mpooopoiwon (simulation) amoteAel éva avolkto pabnolakd avilkelPevo, To
oTtolo avamapLotd tnv MAATYopua tng Ymnpeoiag AGUAOU yla TNV €KACTOTE
aitnon. Ou ekmatdevodpevol xouv tn duvatotnta va e£aocknBouUv TIPAKTLKA Kal
va TIELPAMATLOTOUV KAT' emavaAnyn pe to TepLBAAOV TNG TMAATYOPHAG, TN
OUMTIANPWON KAl TNV UTIOBOAN tng altnong, olkoSopwvTag PUE autd TOV TPOTIO
pla oAokAnpwpévn avamapdotacn tng Sladikactag, omote KAALEpYoUV TNV
LkavoTNTA va TNV €9apuooouV Pe mituxia otnv mpayyatiky aitnon mou eival
SLaBéolun otnv LotooeAida tng YA. ETiLiTAEoy, TNV anmAdTnTa Kat tTnv euxpnotia
NG TTPOCOPOLWGCNG CUPTIANPWVYOUV €va CUPTIAEYHA TIANPOWOPLWY TIOU Sivovtat
OTOUG EKTIALOEUOUEVOUC HE SLAWOPETLKEG HOPWYEG avaloya He Tov PBabuod
SUOKOALOC Kal TIOAUTTAOKOTNTAG TNG emeEnyolpevng évvolac/Sltadikaciag, n
eTAoyr TPoBoAn¢ apadelypatog CUPTIANPWHEVNG altnong, Kabwg emiong n
Suvatotnta aviyveuong 6PAaAPATWY WE TIPOC TN CUUTIARPWON TN altnong (T.x.
Kataxwpnon Aaveacpévng TG, mapdAeldn umoxpewTLkoU Tiediou) cluPwWva
HE TLG avTloToLYEC TTPOSLaYPAPES TOU TIPAYUATLKOU TIEPLBAAAOVTOC ALTCEWVY TNG
YA.

TEAOG, 00OV aopd TA TEXVOAOYLKA PECA TIOU XpnoLdoTodnkav ylwa tnv
avamtuén OAwv Twv otolxelwv TIOU OuvBETouV TO YNEPLaKO €PYaEio,
aflotmolnBnke kuplwg to framework ouvepyaciag meplexouévou (content
collaboration framework) HTML5 Package (H5P) w¢ evowpatwpévo mpdobeto
epyaleio (plugin) oe meplBaMov WordPress yia tn PBacikry §éunon Tou
epyaieiou peoa amod tnv aflomolnon Twv €ENC TUTIWVY TIEPLEXOPEVWV: ELKOVA WE
hotspots, Tapouciacn, &ladpactikd Pivteo, SlakAadlopévo ocevdaplo.
MapdAAnAq, CUPTIANPWHATIKA peca Stapoppwaong tou Yn@Lakou epyaieiou
aTIOTEAECAV N Cuyypar Tinyalou Kwdlka pge cuvduacpo otolyeiwv HTML, CSS
Kal JavaScript, n &nuwoupyla elkovwv pe popwotutio Graphics Interchange
Format (GIF) kat emeEnynuatikwy PBivieo péow TOU OXESLAOTLKOU £pyaAeiou
Canva, kabwg Kat n avarmtuén Bivteo tutorials péoa and tnv kataypagpn odovng,
NV enefepyacia Tou TAPAYOPEVOU UALKOU KalL TNV TPocOnkn KWOUPEVWY

oxedlwv (animations) pe tn xprion tou epyaAeiou Climpchamp tng Microsoft.
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Ti xperdleral va yvwpigw?
1. ApiByé Yéteang Aatiroy .

2. Apips Atopikoi Baxhou
3. pagtio / Aurorehis Khid Q g
‘otolo umdyopal d

J ———
4

4. Avriypago amoBEIKTIKO EYYPaPOU TTOU T o J
10 vio orongeia Toutamiag

5. Mk ket via oToieia TouTGTIoG

6. AN v i N1as apopd O€ aviiAs
réxvo: ApiBuGs ATopikol @axéAou TEkvou

7. Tnhiguvo iou éxw BnAon oy Yimpeaia Aotkou AAAayr| oTOIXEIWV
8. Email rou £xw BnAbou oy Ymeeola Acthou TautéTNTAg

Ewkova 3: Texvoloylkd peoa

3 MEOOAOAOITA

3.1 Me0BodoAoyia avantugng epyaciag

ApXLKQ, TIPAYHPATOTIOLNONKE €Epeguva OTNV UTIAPYXOUCa EAANVOQYWVN  Kal
EevoyAwoon BLpAloypapla OYETIKA HPE TNV TIPOOWPUYLKN LELOTNTA KAl TLG
ouvayelg 5LadLkaoleg 0TO EMNVLKO TTAQLOLO TIPOG ALTLOAOYNGN TNG ETILAOYNG TNG
opadag otoxou. H (&la peBodog akoAoubnBnke TOCO yla TNV Tapouciacn Twv
TNE oto eAANVLKO Kal eupwTaiko TAatlolo Ynelomoinong Stadlkaclwyv 600 Kat
yla T SLapopewon TOU YVWOTLKOU TIEPLEXOPEVOU TOU EPYAAEloU TIOU
Snuloupynbnke. Zto teEAeutalo, TpaypatoTolBnke emiong cuvepyacia pe
SLETILOTNPOVLKI OpPASa EMAYYEAUATLWY yla TNV a&Llotolnon tng eUTeLplag tng
OTOV TIPOOWUYLKO TOpEA. TeAOG, Snuioupynbnke to Yn@Lakd epyalelo pe
a&Lomoinon TIOAAATIAWY TEXVOAOYLKWY PECWV.
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3.2 Me0BodoAoyia SnuLoupyiag PnLakou epyaieiov

Ma tn SnpLoupyia tou PneLakol epyaleiou akoAouBrnBnkav ta katwbL BAuata:

1)
2)

MpocSLopLoPOG TIPOCSOKWHEVWY ATIOTEAECHATWV.

Atepelivnon Kal amotUTWoN EVWWOLWV Kal SLaSLKAcLwV TIoU ETTPOKELTO va
UTIOOTNPLEEL TO OUYKEKPLUEVO EKTIALSEUTLKO EPYAAELO, HPE TIAPAAANAN
EKTLUNON TWV YVWOTLKWY SUCKOALWYV TNG OPAdag oTtoxou.

2XESLACPOC TNG SOUNG TOU gpyaleiou Kat TIPOGSLOPLOPOG TWV PNPLAKWY
OTOLXELWV KAL TWV TEXVIKWY XAPAKTNPLOTIKWY Tou (SLemayn Kat otolyeia

aAnAemtiSpaong, SLac@aiion SLaAELTOUPYLKOTNTAG K.A.).

AvatpopoddTnon Kal CUVEPYATLKN Slampaypdteuon amd ta PEAN TG
opAdag oxeSLAOPOU yLa TO YVWOTLKO TIEPLEXOPEVO KAl TA TEXVOAOYLKA
XOPOAKTNPLOTLKA TOU epyaAeiou.

Aladoxlkol KUKAOL €AEyxou Kal SLOPOPPWTLKAG a&LloAdynong Tou
epyaieiou.

OAOKANPWON TOU EKTTALSEUTLKOU EPYAAELOU PIE TIAN PN AELTOUPYLKOTNTA KAl
SLacVVEEDN TWV ETILPEPOUC TUNHUATWY TOU.

MAOTLKA a&loAdynon Tou TIPWTAOTUTIOU PaBnolakol pyaAEilou peca amo
QVOAUTLKN)  Ttapouciacn o€ SLEUPUMEVN  SLETILOTNHPOVLKY — opasda
ETIAYYEAPATIWY, N oTola TIEPLEKAELE TNV ApPXLK OpAda oxeSLaopoU
EUTIAOUTLOMEVN PE ETILTIAEOV SLEPPNVELG/TTIOALTIOPIKOUC SlapecoAapBnTég,
KOWVWVLKOUG AELTOUPYOUC, KOLWWVLKN avOpwToAdyo Kal TIpOCWTIO
avagopdag yla Bsuata Tuppetoxkotntag, Emkowvwviag kat Agopguong
(ZEA), kat tnv aANAeTiSpacn TwV PEAWV TNG OPASAC PE TO EpYaAEio.

Anpooteuon tou pabnolakol epyaielou otnv EAANVLKY YAWOOQ, WOTE va
elval  eupewg OlaBéolpgo kat va  Sokipadetal  otadlakd, €VOow
TiposToLlpadovtat oL eKSOOELG TOU epyalelou o€ ETILTIPOCOETEG YAWOOEG,
omote Ba OSieupuvbel akopa TeEpLocotepo n  afloAdynon  Tou.
Ateukprvidetat 0tL n 6LaBeon Tou epyaleiou og AANEG YAWOOEG KAl N TEALKN
a&LoAdynon autoU amoTeAOUV HEV ONUAVTLKA 0TASLA TOU TIANPOUG KUKAOU
avamntugng Tou €pyaAElou, WOTOOO €MEKTE(VOVTAL TIEPA ATIO TA OpLa TNG

TtapoVoag TITUXLAKNAG Epyactag,.
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4 2YMNEPAZMATA

To YN@LaKo pabnolako epyaleio TTou SLapoppwbnKe epxetatl va KAAUWEL TO KEVO
TIoU SnuLoupyeital amo tn pn cuptepAndn TNG MOAUTIOALTLOPLKAG SldoTtaong
NG Kowwviag ota PBrpata Pnelomolnong Tou n TeAEUTAla ETLXELPEL, EVW
OUYXPOVWG aTIOOKOTIEL va emnpedoel BeTikd tnv evtaglakn Sladlkacia twv
MPOoYUYWV OTnNV  €AANVLKA  Kowwvia, Kabwg eotlalel otnv  Tapoxn
OUYKEVTPWTLKNG KaBoS&rynong Kal otnv KAAALEPYELO avayKalwv YPneLakwv
SEELOTATWY, ETILSLWKOVTAG TNV ATIOTEAECHATLK KAl autovoun mpocacn tou
TIPOCPUYLKOU TIANBUCPOU OTLG NAEKTPOVLKEG UTINPECLEG AGUAOU TG YTinpeoiag
AcUAou, gxovtag BEoel OTo ETiKEVIPO TNG oxedlaong Kal UAOTIOINGKG TOU TLG

avAyKEG KaL Ta LéLaltepa xapakTnPLOTLKA TNG opAadag 6ToXou.

H a&loAdynon tou epyaleiou Tou €L TipaypatomolnBel og pwtn pacn amo
ETIAyyEAPATIEG TTOU §PACTNPLOTIOLOUVTAL GTOV TIPOCPUYLKO TOHEQ, EXEL 0SNYNOEL
oTa €€NG TIPWTOYEVH CUPTIEpACHATA:

e OL TIEPLOCOTEPEG uUTNpeoieg Tou ameubuvovtal OToV TIPOCPUYLKO
TIANBUOPO Kal XPELACTNKE va Pnelotolnbouv ta teAeutala xpovia Adyw
TWV UYELOVOULKWY KAl KOWVWVLKWV OUVONKWY, £€XOUV OXESLAOTEL pE Ta
TPOTUTIA KAl Ta Sedopeva tng Kowwviag umodoxng kat & Aaupdvouv
uTto YN ta LsLaitepa YapakTNPELOTLKA KAl TLG AVAYKEG TwV avBpwTiwy Tou
¥pELAdetal va TG xpnolpotolioouy. To Ttapov epyalelo, amoteAel pila
KALVOTOWO TIPOoTIdbELa, N oTtola ETLELWKEL VA YEQPUPWOEL auTo To XACUQ,
OUYKEVTPWVOVTAG OE €va PEPOG OAN TNV armaltoUpeVn TAnpoopla Kat
YVWOon TO00 o€ €MieS0 BACLKWY TTANPOPOPLWVY TIEPL VOULKOU KABEOTWTOG
KOL OXETLKWV SE60PEVWV 000 Kal O€ €MIMESO avamtugng Twv avaykaiwv

PneLakwv SELotnTwv.

e HuLoBeTNON TOU CUYKEKPLUEVOU £pyaleiou atto PHEYAAO HEPOG TNG Opadag
otoxou amoteAet pla emdlwgn, n omola xpeLtaletat UTIOPOVH Kat ETILHOVH,
TIapaKoAoOUBNoN TWV PETABOAWY TIOU CNHPELWVOVTAL OTNV TIAATYOPHA TNG
YA, OUCTNUATLKN €TTAQr] PE TOUG avBpWTIOUG TIOU TO XPNOLUOTIOLOUV Kal
pgetoucsiwon tng avatpowodotnong mou AdpPBavetal amd autoug o€

TPAEN. To CUYKEKPLUEVO EPYANELD £XEL UAOTIOLNOEL E TPOTIO TIOU ETILTPETIEL
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TN SUVAMLKY PETABOAN TOU TIEPLEXOMEVOU TOU Kal TnV Tpocbagaipeon

EKTIALSEUTIKWY AOYLOULKWVY, EQOCOV KpLBel amapaitnto.

e H &opn tou epyaleiou glvatl oang kat tapouctalet tnv (&la mAnpoyopia
HE TTOAAQTIAOUG TPOTIOUG KAl OE TIOAAA ONMELQ, PE ATIOTEAECHA va PNV
a@NVEL TOV XPNOTN XwpLg KaBodriynon Kat va €MLTPETEL O ALYOTEPO N
TIEPLOCOTEPO EPTIELPOUG XPOTEG va TTAonynBouv o€ auTo.

e H xprion S&LAQOPETIKWY TUTIWV EKTTALSEUTLKOU AOYLOHULKOU yLa TNV
Ttapouciacn Tou VPOV TWV SLABECLPWY altrioewv NG YA, €xeL eTiLteuyOel
OE LKAVOTIOLNTLKI avaAoyia, wote To €pyaAElo va pnv sival Bapeto kat
povosLdotato, aAAA TAUTOXPOVA VA PNV MTIEPSEVEL KAl QAYXWVEL TOV
XPNotn, avaykalovtag Tov va €pBeL o€ eTtan PE TIOAAA AyvwoTa epyaieia
KaL TepLBAAovTq, evteivovtag To PneLako dyxog ou A&n BLwVEL.

e Agbopevou OTL N Kowwvia UTIOSOXNG CNPELWVEL PeydAa Kal SLAPK
Bripata petdBaong otnv Ynelakn emoxn, N e€otkelwon PE TLG oUYXPOVEG
TEXVOAOYLEC Kal TNV Yn@Lakn SlakuBepvnon, amoTteAel TTAEOV ONPAVTLKO
agova tng KOWWVLKNAG €vTagng Tou TtpocuyLkol TTANBucpoU. Zto TAaiolo
auto, To Tapov Pabnolakod epyalelo Pe TA TIPOCSOKWHEVA ATIOTEAECHATA
TIOU UTINPETEl, YTtopel va cUPBANAEL ATTOTEAECHATIKA OTNV TIopela Tou
Slaypagel n opdda otoXoUL, EMSLWKOVTAG TNV TIARPN €vtagn tng otnv
Kowwvia umodoxne. Emopévwg, TpoKeLtal yla €va epyalelo PE TIOAAEG
TIPOOTITLKEG KaL SuvatoTNTEC.

e H &udBeson tou epyalelou oOTLC PAOLKEG OMLAOUPEVEG YAWOOEC TOU
TIPOOPUYLKOU TIANBUCPOU, NTol ayyAlkd, YOAALKA, apafikd, @apol kat
OUPVTOU, UETA TNV OAOKANPWON TNE HETAYPAOCHC TOU, avolyel Tn Bevidaila
TILAOTLKAG TIAONyNoNG armo &va cnUavTlkd €UPOC XPNOTwWVY, YEYOVOG TIOU
TIPOKELTAL VA CUPPBAAAEL 0T GUAAOYH TIOAUTLYNG avatpo@odotnong He

OKOTIO TN BeATiotn Stapopwon Tou YneLakol epyaleiou.
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ABSTRACT

In recent years, a major environmental problem with huge economic
consequences that concern most European countries are forest fires. Classical
identification and treatment techniques are found to be insufficient with large
losses occurring each year due to them. There have been many proposals in the
field of fire detection, with most of them being very costly and technologically
advanced, requiring large technological infrastructure to maintain them. The
solution we propose in this research concerns fire identification using UAVs
combined with computer vision. More specifically, we have trained an object
recognition model (Yolov5) through a custom fire dataset (images). The data
collected by the drone are sent through the computer to smart devices and
through an application that the fire authorities will have installed on their mobile
phones, they can immediately see the place, the time, the date and also the photo
of the fire, in order to intervene immediately and control it effectively.

Subject Area: Computer Vision, Drone Programming, Mobile App Development

Keywords: Unmanned Aerial Vehicles, Object Recognition, Fire Identification,

Smart Devices, Forest Fires
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1 INTRODUCTION

1.1 The cost of forest fires

Forest fires contribute to global greenhouse gas emissions and negatively affect
public health, the economy and the provision of ecosystem services. In the humid
tropics, fires are largely human-caused and lead to forest degradation. Studies
have shown changing fire dynamics around the world due to changing climate
and land use [1].

With the expansion of the European Union (EU from now on) appropriate
defence against forest fires becomes more and more important. The number of
annual forest fires within the EU is between 50-70 thousand, reaching 3-5
thousand square kilometres and causing a lot of financial problems, losing
millions of Euros. It was recognized by environmental experts of the EU that
forest fires cause significant ecological, economic and social problems in many
European countries with possible long term consequences to the natural
environment and the economy.

This year (2022) was a disastrous year for the countries of the European Union.
Specifically, Forest fires have burned a record 700,000 hectares in the EU so far
this year - the biggest amount since records began from 2006. Figures from the
European Forest Fire Information System (EFFIS) [2] show that Spain has been
the most heavily impacted so far with more than 297,000 hectares burned. It is
followed by Romania (149,278), Portugal (103,462), France (61,911), and Italy
(51,056). The number of fires has also shot up in recent years with more than
2,300 fires recorded across the bloc by mid-August, well above the average over
the 2006-2021 period of 1,349 fires.

Table 1: Annual Fire Reports based on EFFIS

Country Country Area (ha) | Year 2022 (ha) Annual Avg. 2006
- 2021 (ha)

ESP - Spain 50,604,375 297,801 66,965.13

ROU - Romania 23,833,860 149,278 14,313.38

PRT - Portugal 9,187,803 103,462 96,625.44
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FRA - France 54,951,621 61,911 9,825.69

ITA - Ttaly 30,075,506 51,056 53,961.38

1.2 Proposed IoT System

Many ways to identify forest fires have been proposed in recent years. Some of
them are, for example, a network of thermal cameras, where identification can
be made through them. Also, in recent years, satellite coverage has helped to
identify and predict the course of the fire. Unfortunately, these systems are very
expensive and require advanced technological infrastructures to maintain and
be in continuous operation. The idea we propose in this thesis is an IoT system,
which with the help of machine learning and a Drone, can help in the early
identification of forest fires. More specifically, we did a spatial analysis of the area
which is going to be surveillanced by the Drone. Then we trained a machine
learning model through a custom fire dataset, and loaded it into our Drone. Thus,
in mid-flight, we are able to locate a forest fire with great precision and send
constant data from our Drone to a computer. Then, the computer in turn sends
this data through an Android application to smart devices, which can be installed
by the fire authorities, and thus intervene directly at the point where the fire has
started. Through this low-cost concept, we achieve automation in the
identification of forest fires, and significantly reduce a large part of the workforce,
which can be used for other purposes.

: >
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Figure 1: IoT System Workflow
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1.3 Related Work

The last years, many proposals have been made in the field of Fire Detection with
the aid of UAVs. Mostly, Machine Learning and Computer Vision algorithms are
used in combination with Drones, making possible the fire detection from an
aerial point of view, without the presence of humans (i.e from Helicopters or
Aerial Manned Vehicles).

In this paper [3], a method using 2 UAVs is used. The first one consists of a (VTOL)
fixed-wing UAV, which flies at a height of 350m - 5500m. If this particular drone
observes anything suspicious, in order to reduce the chance of a false positive
error, a second drone is sent to the area where the suspicious activity was
observed, flying at a height of 10m - 350m.

Medium Altitude Flight Area
350 m to 5500 m - Fixed-Wing UAV

Low Altitude Flight Area
10 m - 350 m - Rotary-Wing UAV

Ground Level

Figure 2: Fire Detection with the use of 2 UAVs

The specific system consists of a control system on the ground which controls the
mobility of these 2 UAVs. The model used for recognition is the Tensorflow Object
- Detection APL The input data consists of images that contain smoke as well as
fire. The disadvantage of this particular system is initially that it is quite a costly
undertaking but also that the monitoring is controlled by a human presence.
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2 TECHNICAL EQUIPMENT

2.1 System of Usage

The type of drone we choose to use for our approach is a Multi-Rotor drone,
because it can offer great flexibility during the flight. After an extend research,
we've decided to use the DJI Ryze Tello. This drone offers us the possibility to
program it through a special SDK with the Python programming language. Thus,
we have the possibility in real time, to run the fire detection program during the
flight, without having to transfer the video streaming to another screen and run
our algorithms from there.

Table 2: DJI Ryze Tello Specs

Aircraft Flight Perfomance Camera
Weight: 80g Max Flight Distance: 100m | Photo: 5MP (2592 x 1936)
Dimensions: 98 x 92.5
Max Speed: 8m/s FOV: 82.6°
X41mm

Propeller: 3 inches Max Flight Time: 13min Video: HD720P30

Format: JPG(Photo), MP4

Batteries: 3 Max Flight Height: 30m ,
(Video)

&{é } DJI Ryze Tello
=
) g
Portable Charger — } WiFi Extender

Figure 3: System Workflow
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3 SPATIAL ANALYSIS

3.1 Study of the area of interest

In order to achieve the best possible identification of the fire, we first made a
geographical study of the area. More specifically, we took the weather data at the
specific time we make the flight, with the ones we are mainly interested in being
the wind direction and speed. Then, we calculate based on the range radius of
the Drone, the starting point where we’ll start the surveillance. We used the
mathematical tool GeoGebra to illustrate: 1) The area, 2) The wind lines, 3) The
circle that our drone will make its flight. The total area our drone can cover is

calculated as follows: V = G) nr3.

Where r = Drone’s max range.

38.386

23 4 3.4 3.7954 799  23.7998 238 238002 238004 238006 238008 23801 238012 238014 238016 238018 23802 238022 208024 238026 238028  23.603

Figure 4: GeoGebra Analysis

The red circle is a hypothetical scenario where our drone can reach up to 50m
range, and the purple is 100m. In this scenario, the wind direction is 50°. The
green lines are the wind lines that are ‘right’ from the central and the red lines
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are these ones which are ‘left’ from the central. The purple lines are the lines that

cover up the most part of the island.

3.2 Cost (Heuristic) Function

We also created a cost function that will evaluate in real-time if our decisions are

right or not. We also must considerate our limits of the polygons. Our drone must

fly within the limits and to not fly far away from there. The cost function is as

follows:

1.

4. Activation Function: a(x,y) =

Clx,y) = (w-d(x,y) +t(x,y) + alx,y)

Weight parameter: w = R*

This parameter will determine how "important” is the d(x, y) factor. We've
decided that this factor won't be fixed but will be affected by the speed of
wind. A first approach is to define this factor equal to the speed of wind, or

a linear combination of it.

Distance parameter: d (x,y) = d (p(x, ), set(incp))

Where p(x,y) is the current position of our drone and set(inc,) is the first
‘'set’ of the intersection points of the lines that are in the same direction of
the wind, and the intersect our polygon. The reason that this distance
interests us is because the cost of catching a fire close to intersection
points is bigger than to be presented inside the polygon.

Time parameter: t(d(x,y) > dis(danger"))

In particular, the time parameter counts the seconds, when the value of
t(d(x,y)) is bigger than the 'distance of danger’, which it means, the
maximum distance where the drone is too far away from the intersection
points. This parameter help us 'contain’ our drone close by the dangerous
areas, with an option of freedom to explore different areas of interests
near by.

1 Polygon.contains(x,y)
« |Polygon.contains(x,y)
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This function ensures that the drone will always move within the bounds
of the polygon and will never escape from it. To make our UAV navigation
completely autonomous, we need to find a way to approach that moves
inside the polygon. Some initial thoughts are that the drone will follow a
meandric approach for its tour.

4 YOLOV5 CUSTOM MODEL

4.1 Training Process

We trained the YOLOvV5 Model with a custom dataset. More specifically, our
dataset contains 502 annotated images, which have been split into 412 images
for train and 90 images for validation. The images contain both small scale fires
(lighters, candles) and large-scale fires (in cars, buildings and also forests). The
training parameters are 4176 as input size. The batch size we chose is 76. We've
trained our model for total 750 epochs. We also used the COCO dataset weights
in order to achieve a transfer learning approach.

The matrix we're seeing in the figure 5 can be explained as follows:
e P.:The probability of a class. If there's a fire or a smoke in the fire, this

number will be 1. If there’s no smoke or fire the probability will be 0.

e B, :The coordinate in x-axis that determines the center of our bounding

box.

e B, : The coordinate in y-axis that determines the center of our bounding

box.
e B,: The width of the bounding box.
e Bj,: The height of the bounding box.
e (,:Fireclass.

e (,:Smoke class
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Figure 5: Training of the YOLOV5

4.2 Evaluation of the model

How can we measure if our model training was ‘good’ ? How can we measure

this? We understand that it is not possible every time we want to check if our

model is good, to check ourselves if the annotation and the confident score are

satisfactory on each image. So, in the object detection field, there are certain

metrics that tell us if our model is good, and thus, the work of evaluation is done

automatically. This metric is mAP (mean average precision), which we will analyze

further. Let’s first look at the general results of our model in the evaluation that

was done.
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Figure 6: Evaluation Results
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Let’s now do some explain of the most important metric in Object Detection Field,
the mAP. Models that involve an element of confidence can tradeoff precision for
recall by adjusting the level of confidence they need to make a prediction. In
other words, if the model is in a situation where avoiding false positives (stating
a RBC is present when the cell was a WBC) is more important than avoiding false
negatives, it can set its confidence threshold higher to encourage the model to
only produce high precision predictions at the expense of lowering its amount of
coverage (recall). The process of plotting the model’s precision and recall as a
function of the model’s confidence threshold is the precision recall curve. It is
downward sloping because as confidence is decreased, more predictions are
made (helping recall) and less precise predictions are made (hurting precision).

5 RESULTS

5.1 Real Fire Experiment

In order to check our model ability to identify the fire, we tested our drone in
multiple altitudes. So, we’re going to see in which altitude had the best detection
and if our model could possibly be useful at different conditions. The problems
we've faced are two in this case: The first is the wind speed, which was good in
our case, but because the fire creates self winds conditions and can easily change
the wind'’s speed and direction, when we were back from the fire (in the first case,
we are looking the fire forward), the drone had a hard time staying in the same
position. The second problem, is the battery life. Each test lasted only about
13min, and we had to change the batteries in mid of the flight in order to continue

our experiment.
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T.C3: 20m ; Riks, o T.C4: 30m

Figure 7: Fire Cases

As we can see, we achieved the score the best results when facing the fire from
a close distance and height. The first test case, was also the best one as we can
see, since the confidence score is 0.7265. The other test cases were not so good,
but our system still managed to detected the fire, but with low confidence scores.

5.2 Mobile App Push Notification

The final stage of this IoT System, contains a mobile application which receives
the data that the drone sent into our computer. In the figure below, we can see
how the push notification is sent through the computer into our phone’s screen
as a push notification.

Fire detected!

Figure 8: Push Notification
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This MSc thesis investigates the use of n-gram graph similarities in metric access
methods for nearest neighbour search. While n-gram graphs offer efficient
similarity functions that encapsulate semantic information, little research has
been done on their metric properties and indexing capabilities. This thesis fills
this gap by examining the satisfaction of metric properties by n-gram graph
similarities and developing methods to convert them into indexable forms. A
reference implementation is provided and evaluated on retrieval experiments of
increasing complexity, demonstrating the potential of n-gram graph similarity
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1 INTRODUCTION

Searching is an essential component of many applications including, among
others, classification [1], multimedia retrieval [2], [3], clustering [4], abnormality
detection [5] and recommendation systems [6]. A prominent problem in this
domain is that of nearest neighbour search, where the goal is to find the most
similar dataset object to a reference object called the query [7]. At the heart of
search methods is the construction of a supporting data structure called an
index, so that similarity searches can be carried out on that structure. Indexing
exploits assumptions on the inner structure of datasets to make the nearest
neighbour queries cheaper to resolve. Indexing methods adopt the query-by-
example paradigm, where the database objects are ranked according to
similarity to the query [7]. Several data structures are used for similarity search
indexes, including trees, filter files, hash tables, and proximity graphs [8]-[12].

The field of similarity search, though originally aimed at an euclidean-space
(vector) representation of indexed entities, has expanded beyond euclidean
spaces, with the ability to index graphs and complex objects. In cases where the
distances satisfy specific mathematical properties, called the metric axioms,
Metric Access Methods (MAMs) can be employed to speed up similarity search
[13]-[15]. On the flip side, searching via non-metric distances is generally a more
challenging problem as many traditional solutions become suboptimal or require
modifications to render them applicable [7], [16]. Nevertheless, the choice of
searching with a metric or non-metric distance depends on the application
domain and on the desired balance between accuracy and retrieval speed.

Efficient search methods for graph-structured data are in high demand, given
the rise of graph-based ecosystems including NoSQL Graph databases, the
semantic web, and gene-protein molecule interaction networks. Unfortunately,
methods for graph comparison (or graph matching) are often computationally
intensive as they attempt to detect local structures, like paths, trees, and
subgraphs, as features for indexing schemes. These methods are primarily based
on graph and subgraph isomorphism [17], [18] or graph edit-distance [19]. To
this end, frameworks for graph representation exist that mitigate some of the
costs associated with comparing graphs. The n-gram graph framework [20]
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integrates generalisation mechanics, which can be helpful in settings such as
language [20]-[23] and biomedical informatics [24], [25], where the similarity
between observations should be robust in the presence of noise or variation.
N-gram graphs are equipped with similarity functions that are considered
more lightweight than their traditional counterparts. Nevertheless, searching
over collections of n-gram graphs has remained an open problem.

This thesis describes the design and development of a system for performing
efficient nearest neighbour searches over n-gram graph collections. To this end,
we (1) study whether the proposed similarity functions for n-gram graphs are
usable by an index (2) study whether transformations to the graph distance
functions can improve indexing performance (3) develop a reference software
implementation for indexing n-gram graphs (4) evaluate and report the
performance of each search configuration in the presence of noise.

2 BACKGROUND KNOWLEDGE

To develop a system for performing nearest neighbour search, one must
carefully examine how closeness can be quantified and measured between the
objects of interest. This chapter presents preliminary notions vital to
understanding how indexing algorithms operate. We formulate nearest
neighbour search and explain the shortcomings of searching in datasets of high
dimensionality. We distinguish distances based on particular properties into
metrics and non-metrics and describe their differences. Lastly, we present the n-
gram graph framework, which is the application domain of this thesis.

2.1 Nearest Neighbour Search

Given a dataset P = {p; € D} ,adistanced: D x D — R and a query q € D,
the objective of nearest neighbour search is to retrieve an object p*such that
p* = arg min, ¢ p d(p;, q). From an algorithmic point of view, nearest neighbour
searches often occur in distance space. A distance space is a mathematical
construct composed of a set of objects along with a set of neighbourhoods for

95



Indexing N-Gram Graphs with Metric Access Methods -Nikolaos Gialitsis

each object (a topological space) and a distance function (distance). More
formally, a distance space isdenoted as D = (X,d) where X is a topological space
and d is a distance function with signature X* — R that assigns higher values to
more dissimilar objects and vice versa. Each space uses a number of dimensions
in order to represent objects. A d-dimensional space is a space in which one uses
d pieces of information (i.e., characteristics), called dimensions, to describe each
object in that space. Equivalently, we can say that the dimensionality of the space
is d.

The nature of the distance space ultimately dictates the final performance of a
search system [26]. When the dimensionality of the space is high, the
performance of nearest neighbour search methods is hindered by the
manifestation of the so-called curse of dimensionality phenomena. The higher the
dimensionality of the dataset, the more the objects become sparse (emptiness of
space [27]) and equally dissimilar (concentration of measure [11]). The latter
means that as dimensionality increases, the distance from the query to its
nearest neighbour approaches the distance to its farthest neighbour, which also
increases. In practice, the true dimensionality of the search space is unknown.
Knowing the underlying generation mechanism of all possible objects is
required, which is typically unavailable. Nevertheless, we can estimate the true
dimensionality through indexability indicators. Indexability indicators measure
the ability to efficiently search a distance space regardless of the indexing
method used. A renowned indexability indicator is intrinsic dimensionality [11].
The intrinsic dimensionality is computed as p = u?/ (20%) where u and o2 are
the mean and the variance of the distance distribution within a dataset.
The intrinsic dimensionality indicates whether clusters of objects exist and how
tight they might be. The intrinsic dimensionality can function as an early estimate

of the performance of the search system.

2.2 Metric and Non-Metric Distances

Nearest neighbour searches can be significantly accelerated by using metric
distances. A distance d is metric when it satisfies the following properties
vV (x,;,x5,x,) € X:
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1. d(x;,x) = 0 non-negativity

2. d(xpx) =0 & i =j identity of indiscernibles
3. d(x,x) =d(xj,x;) symmetry

4. d(x;,x) <d(x;,xx) + d(xg,x;) triangle inequality

A space equipped with a metric distance d is called a metric space. Metric spaces
are associated with a number of beneficial properties to indexing. For instance,
all metric spaces are Hausdorff spaces’, which means that objects can be
grouped into distinct neighbourhoods. The Encyclopedia of Distances [28]
maintains an extensive list of metrics applied throughout the different scientific
disciplines. In addition to choosing one out-of-the-box metric distances, it is
possible to derive new ones through metric-learning algorithms [14], [29], [30] .
Metric learning algorithms often learn parametrized forms of existing metrics
such as the linear Mahalanobis distance [31] or the non-linear x? distance.

Although metric axioms are considered necessary for distances, scenarios have
been presented in which non-metric distances naturally emerge, such as in
bioinformatics and cognitive experiments [2], [15], [32], [33]. Distances that are
robust to outliers or extremely noisy data, such as partial Hausdorff distance and
non-metric L_p distances with p < 1 are typically non-metric. Other popular
non-metric distances include the cosine distance, Dynamic Time Warping (DTW)
distance, and the Kullback-Leibler (KL) divergence. In some cases, the distance
measure may be the output of a complex algorithm or a black-box device, and
an analytical form of the distance function may not be available, making it

potentially non-metric [7].

2.3 N-Gram Graphs

Here we discuss n-gram graphs [20] which are graphs that represent sequences
by retaining a portion of information from the original sequences. N-gram
graphs disregard the exact order of sequences but maintain information on the
co-occurrences of their sub-sequences. This condensing ability makes them
robust in the presence of noise or variation. N-gram graphs can encode local and

! https://www.britannica.com/science/Hausdorff-space

97



Indexing N-Gram Graphs with Metric Access Methods -Nikolaos Gialitsis

global information of sequences, are agnostic to the position of the co-
occurrences, and importantly, they assign unique labels to nodes, which is a key
to efficient indexing.

To construct an n-gram graph, a sequence is split into overlapping subsequences
of n elements, called n-grams, which are considered to co-occur when found
within a window of a maximum distance threshold of each other. These
neighbours are represented as connected vertices in an n-gram graph. For each
selection of n in a user-specified range, overlapping n-grams are extracted by
sliding a window over the length of the whole sequence. Smaller windows lead
to more, but more compact neighbourhoods. By incorporating different-sized
n-grams (i.e., different ranks), the n-gram graph captures information at multiple
levels of detail, accounting for both high-level and low-level interactions.

Multiple similarity functions have been proposed in the literature to compare n-
gram graphs [20]. Where |G| refers to the number of edges in the n-gram graph
G and e refers to a particular edge with weight w,, popular similarities include
the:

e Co-occurrence Similarity CS(G;,G;) = 7r1,a|xGE|+G|J||G|)
ib|Gj
. .. . |GinGj|
e (Containment Slmllarlty COS(GL,G]) = WHGD
ib|Yj

ZEEGi VR(E)

min(wie,wje)
max (IGi|,|Gj|)

e Value Similarity VS(G;,G;) = where V(€)eeeing,) =

max(wiewle)
All presented similarities are symmetric and in the range [0,1] with a value of 1
for equivalent graphs and of 0 for absolutely distinct graphs. The similarities
between n-gram graphs may be optionally enriched with information beyond
the word or character level. For example, n-gram graph similarities can be
leveraged together with named entity information on the word level in order to
produce richer data representations [21]. Moreover, in classification settings,
similarities may be used between n-gram graphs representing entire classes
and n-gram graphs representing individual queries, to project sequences into a
C-dimensional space of similarities where C is the number of classes.
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3 RELATED WORK

In this chapter, we explore how indexing algorithms can potentially exploit the
properties of metric distances to speed up search. We also present three
approaches for transforming initial distances or similarities into more convenient

forms for indexing.

3.1 Maetric Access Methods

Metric Access Methods (MAMSs) use the triangle inequality property to efficiently
retrieve objects relevant to similarity queries. [11], [34], [35]. They are categorised
into pivoting [35], [36] and compact partitioning techniques[10], [37]-[39], both
of which filter candidate objects to improve search efficiency.

Pivoting techniques select objects from the dataset as pivots and pre-compute
the distances between each pivot and other objects. Lower bounds for distances
between the query and candidate objects are derived through triangle inequality,
and objects are filtered based on these bounds. Compact partitioning techniques
use bounding regions to divide objects into compact regions and filter objects
during search. VP trees [10], [13], [40], [41] are binary trees with internal nodes
representing partitions based on a pivot and are applicable to any metric space.
The performance of a VP-tree deteriorates with increasing dimensionality, but it
can speed up sequential search in low-dimensional spaces. MVP trees [42] are an
extension of VP trees that use fewer pivots and store precomputed pivot-object
distances in the leaves to improve filtering during querying.

3.2 Maetric Conversion Methods

Converting non-metric distance functions to metric ones can be achieved using
concave distance transformations called T-bases, controlled by a single
parameter w that adjusts concavity or convexity. T-bases become triangle-
generating modifiers (TG-modifier) for w > 0 and triangle-violating modifiers
(TV-modifier) for w < 0. The TriGen algorithm [7] discovers the transformation
that achieves the lowest intrinsic dimensionality without exceeding a user-
specified triangle violation threshold.
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Kernel functions can be transformed into a metric function, the kernel distance
[43], [44], when the similarity function is a positive semi-definite kernel. This
transformation allows for projections of objects into higher dimensions, making
non-linearly separable data linearly separable without actually projecting objects.
This is known as the "kernel trick" [45] and has been useful in machine learning,
particularly for Support Vector Machines (SVMs) [46], [47].

Random projections, such as Locality-Sensitive Hashing (LSH) [48]-[52], are used
to reduce high-dimensional data to a lower-dimensional space for approximate
nearest neighbour queries. LSH uses hash functions that have a higher
probability of collision for closer objects. By finding a hash family for a similarity
function that satisfies certain conditions, a metric distance can be derived,
making it useful for indexing objects using metric access methods based on a

similarity function.

4 PROPOSED METHOD

Our obijective is to efficiently handle near neighbour queries on n-gram graph
collections, ensuring high accuracy and efficiency. To accomplish this, we
recommend the combination of Metric Access Methods (MAMSs) with similarity
functions that operate on n-gram graphs. This approach allows us to create a
unified framework for n-gram graph indexing without the need for separate
solutions for each distance function. We propose transformations to n-gram
graph similarities that always generate metric distances under certain
conditions, which aids in developing indexing algorithms that can handle non-
metric distances. Our approach comprises four distinct parts: Distance
Modelling, Distance Characterization, Metric Access Method Selection, and
Software Library Implementation. We discuss these steps in detail in the

following sections.

To transform n-gram graph similarities into distances for efficient and precise
nearest-neighbour searches, we use Value Similarity (VS) and a variation of
Containment Similarity (CoS) called MinVS. VS is versatile and widely used, while
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MinVS is more appropriate for smaller query objects. We explore three n-gram
graph similarity transformations, resulting in six different n-gram graph
distances.

Table 4.1: Examined transformations of n-gram graph similarities

Transformation Formula

Standard dg ds(z,y) =1—s(z,y)

Kernel d di(z,y) = \/S(x,a:) —2s(z,y) + s(y,y)
1— W f

TriGen dr dr(z,y,w) = (1=s@y)™ orw>10
(1—s(z,y)tv forw <0,

To determine if a derived distance is metric, we use different proving methods
based on the distance transformation. We check if the similarities are positive-
definite kernels for kernel-based distances. For d_S, we use various proof
methods such as direct proofs, proofs by cases, proofs by contradiction, proofs
by counter-example, and proofs by equivalence. For d_T distances, we only need
to prove symmetry, non-negativity, and the identity of indiscernibles since the
TriGen algorithm controls the triangle inequality. If we cannot determine if a
distance is metric, we experimentally evaluate its metric satisfaction by randomly
sampling a large number of distance triplets from a dataset and checking for
violations of the triangle inequality.

We use MVP trees to index n-gram graphs since they have demonstrated good
performance with non-metric similarities. We prefer the more advanced MVP
tree over the traditional VP tree because of its better use of pivots and potentially
faster search times. To address the issue of exploring partitions that cannot be
pruned, we implement an early-stopping strategy by setting a limit on the
number of visited leaves. Prior research on approximate VP-tree search has also

discussed early-stopping strategies.

To create a usable library for n-gram graph search, we establish requirements
for minimal RAM during index construction, optimised disk storage for
precomputed distances, and ease of use for reproducible experiments. We avoid
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loading large collections of complex data types into memory by designing an
algorithm for computing the distance matrix in partitions.

Data: NV sequences, distance d, max graphs M
Result: distance matrix D
split dataset into P = [N /(M /2) | partitions;
for each partition X € P do

compute X x X submatrix;

for each partition Y € (X + 1, P] do

| compute X x Y submatrix;

end

end

Our library is implemented in C++, integrated with the Metric Spaces Library, and
publicly available with source code and documentation

5 INDEXING EXPERIMENTS

To develop an index based on the described distances, we aim to determine the
speed gain, noise tolerance, accuracy, and retrieval time of the search system. In
this chapter, we present our indexing experiments to address these questions,
including the dataset, parameters, and evaluation process used. We used the 20
newsgroup text collection as our dataset, which contains forum posts covering
20 categories. We constructed n-gram graphs from the training set by keeping
only the first 100 characters of each text and removing metadata. This resulted

in 10,294 texts for evaluation.

We used the TriGen algorithm to determine the Trigen distance parameter w for
n-gram graph similarity. We set w to 1 if the proportion of triplets violating the
triangle inequality was greater than & = 0.02 and w to -1 otherwise. We identified
the optimal value of w using an iterative process that doubled its value until T,,..o,
exceeded 6, then performed an exhaustive search in the range [min(w/
2,w),max(w/2,w)] . We represented each of the 10,294 evaluation set
sequences with a character-level n-gram graph and evaluated the search
system's robustness against noisy input by performing a fuzzy search with
variations of 1%, 2%, and 4%, 8%, and 16% noise. We measured recall, total
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distance computations, and differences between found neighbours and true
neighbours, and included a baseline query with 0% noise.

6 EXPERIMENTAL RESULTS AND DISCUSSION

We created 6 indexes, one for each distance configuration, by computing the
distance matrix, serialising it, and building an MVP tree. Index construction time
ranged from 1.5 to 1.7 hours. Serialisation and deserialization times were
between 3.1 and 4.5 seconds. The index required 46.6 KB of disk storage, while
the distance matrix required 847.7 MB.

Table 7.1: Time and space requirements for index construction

Index Construction Time 1.5-1.7 hours
Distance Matrix Serialization Time 3.1- 3.5 seconds

Distance Matrix Deserialization Time | 3.3 - 4.5 seconds
Index Disk Storage 46.6 KB
Distance Matrix Storage 847.7 MB

The dg and dg spaces exhibit high intrinsic dimensionality and poor performance.
dr has a low intrinsic dimensionality due to the TriGen algorithm application,
resulting in improved performance. diy becomes non-metric, which can harm
MVP-tree search.

Table 7.2: Statistics on the distance space induced by each configuration

transformation similarity | mean | variance | intrinsic dimensionality
ds VS 0..998 | 0,0003 1989.21
MinVS | 0.998 | 0.0003 1948.45
dy VS 1.413 | 0.0004 2351.39
MinVS 1.412 | 0.0004 2330.45
dr VS 0.931 | 0.0287 15.11
MinVS | 0.930 | 0.0294 14.69
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6.1 Results of the Experimental Evaluation

We compared the speed and accuracy of our index against sequential search.
Sequential search needs 10294 distance computations per query, while our index
needs, on average, 546.47 and 608.99 computations for MinVS and VS distances,
respectively, achieving a 95% speed improvement. Our index always identifies
the true nearest neighbour for non-noisy inputs. Retrieval accuracy declines as
noise increases, with less than half of true nearest neighbours identified at the
highest noise percentage. Under the dsMinVS distance, we can achieve
approximately 85% accuracy at 4% noise by comparing the query to just 10% of
the entire database. dsVS and dyVS distances retrieve neighbours that are
relatively close to the true answers, with average retrieved distances being less
than 13% higher than the original distances. While d; distances may return
distant neighbours, they require the least amount of distance computations in all
noise experiments. This renders them suitable for noisy query applications where
retrieval speed is crucial. Distance computations peak at 8% noise and decrease
sharply at 16% noise.

Table 7.3: Performance statistics on each distance configuration and noise percentage

noise percentage%
‘ evaluation statistic transformation‘similarity‘ 0% | 1% I 2% ‘ 4% | 8% I 16% ‘

| vs | 1000 0953 | 0886 | 0788 | 0.679 | 0.424
MinVS | 1000 | 0954 | 0916 0835 | 0676 0428
| vs | 1000 | 0953 | 0886 | 0788 | 0670 | 0.424
MinvS | 1.000 | 0953 | 0888 0792 | 0676  0.423
| vs | 1000 | 0949 | 0907 | 0819 | 0650 | 0403
MinVS 1000 | 0949 | 0908 0821 | 0664 0415

ds

recall di

dr

VS | 608.98 | 1131.44 | 1112.52 | 1068.49 | 973.45 757.46
MInVS  546.47 | 1142.61 | 1127.61 1084.15 | 986.49 780.28
VS | 608.98 | 1130.22 | 1111.85 | 1067.39 | 972.89 | 757.46
MinVS  546.47 | 1143.04 | 1127.31 108326 | 985.78  780.28
| vs |60898| 62056 | 628.45 | 64250 |656.06 | 600.36
MinVS | 54647 | 564.81 | 577.66  611.41 | 650.60 64167

average distance computations per query dy [

dr

o [ vs | - [ 1108 | 1120 | 1431 [ 1116 | 1073

MinVS - | 1494 | 1409 1360 | 1.280  1.153

avg. retrieved neighbor distance i lvs | - | 1108 | 1120 | 1131 [ 1118 | 1073
avg. true neighbor distance MinVs - 1112 | 1120 1129 | 1.118 | 1.073
0 | vs | - | >4000 | >8000 | >19900 | 1180 | 192.035

MinVS | - | >4000 | >7000 >16600 | 50000 412.664
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7 CONCLUSIONS AND FUTURE WORK

The thesis aimed to develop an effective indexing method for n-gram graphs by
formulating it as a nearest-neighbour search and extensively reviewing indexing
methods. We demonstrated that proposed similarity functions can lead to metric
distances and used the TriGen algorithm to improve indexing performance. Our
approach combined MVP trees with n-gram graph distances and applied an early
termination strategy to improve search efficiency. We evaluated our approach in
multiple retrieval experiments and identified the most suitable configuration for
efficiency and accuracy.

Future work will focus on evaluating more similarities, exploring distance
transformations, experimenting with additional access methods, and testing our
method on more datasets. We will also investigate using metric learning methods
to learn custom distances from annotated examples. These efforts will unlock the
potential of n-gram graph indexing and pave the way for further improvements.
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ABSTRACT

Driven by investments from private and venture capital, technological
advancements are fueling a rekindled interest in Satellite Communications
(SatComs). These systems have seen widespread use in various fields such as
media broadcasting, news gathering, and backhaul. Presently, SatComs are
shifting from system design to data services as the Internet applications continue
to progress. Companies that were previously reserved for governments and
large international industries now offer various manufacturing and listing
options aided by the "New Space" project. Innovative earth observation missions
and broadband efforts necessitate the refinement of satellite communication

systems.

The concept of New Space is not centered around a particular technology, but
rather around a fresh mindset toward space. The origins of this idea can be
traced to three main factors: 1) the privatization of space, 2) the miniaturization
of satellites, and 3) new services that make use of space data. Privatization
involves the making and launching of satellites by non-governmental companies.
Meanwhile, advancements in satellite and component miniaturization have
made it possible to get multiple cube/micro/nano-satellites into space using just
one launcher. By achieving quick and affordable entry into space, the integration
of the initial two elements has resulted in the latter. Additionally, 5G terrestrial
network technologies have been integrated and are currently concentrated on
leveraging satellite networks in order to enhance their efficiency and
accessibility. In the near future, 5G is set to surpass its predecessors by

accommodating a vast array of new applications, catering primarily to pivotal
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market segments such as transportation and automotive, entertainment and
media, Industry 4.0, and e-Health.

In recent decades, thanks to technological advances in airborne and miniaturized
satellite platforms, an intermediate layer of communication systems has
emerged between the terrestrial and traditional satellite segments. Regardless
of application, these new platforms can be categorized by their operation
altitude. All in all, the rapid development of the space sector coupled with the
cost-reducing approach taken by the private sector suggests that the upcoming
future space technologies seem very promising.

Having said all the above, this thesis presents a comprehensive analysis of all the
required steps that a system engineer / designer must consider in order to build
and deploy a fully functional and reliable satellite communication system. The
methodology entails a fully description of the basic laws of the space
environment as well as an extensive analysis of the orbital mechanics and
parameters. The objective is to demonstrate how theory can be utilized in an
actual satellite communication system and evaluate its performance through
computer simulations. The implementation scenario was to utilize a GEO satellite
acting as a relay station communicating through ISLs with a four-satellite
constellation in low Earth orbital position. The GEO satellite is going to be facing
the ground station receiver at all times while the constellation satellites are going
to connect to the GEO satellite with the use of ISLs. Towards this end, the last
step involves the design and implementation of the system on specialized
software and the presentation / discussion of the results.

The main conclusion of the above implementation is the fact that using a low
Earth orbit (LEO) satellite constellation combined with a geostationary (GEO)
satellite as a relay, it's possible to achieve a resilient and reliable communication

link with exceptional high data rates and an almost worldwide coverage.

Subject area: Satellite communications

Keywords: Link budget, satellite orbit, atmospheric losses, inter-satellite links,
orbital design
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1 PREFACE

The methodology followed in authoring this thesis was a comprehensive
presentation of all the considered parameters in satellite communications,
covering all stages starting from the basic laws of physics to the modern
technologies used for a successful data satellite link.

Almost all of the relative theory was implemented by creating a scenario that
included a constellation of microsatellites using the Hellas-Sat geostationary
satellite as a relay station. The software used was the Systems Tool-Kit (STK) of
the AGI company, for the use of which a special permission was requested via e-
mail for the construction and study of this thesis. The request was granted with
the provision of a four-month free license providing access to the entire
capabilities of the software.

The design and implementation were conducted regarding the Mediterranean
area which was designated as the area of study / coverage. Findings such as
hours per coverage rates, access times per satellite, azimuth / angle / distance
changes as well as complete link budget analysis, were calculated for the
designated area.

The main result is the fact that by using a constellation of four microsatellites
with specific orbital parameters in combination with a geostationary satellite that
operates as a relay, the provided coverage for the considered area is 94.6% for
18.34 hours per day per satellite. This means that by applying a constellation with

four microsatellites, complete coverage is possible for a 24-hour period.
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2 INTRODUCTION

2.1 Satellite Communications

Satellite communication networks are considered to be one of the most
significant parts of modern telecommunications systems mainly because of its
capabilities regarding development, modernization, data broadcasting
techniques and point-to-point links. Given the fact that modern applications
require high stability, interference resilience, low latency and increased
throughput, all the above technologies would be impossible to implement
without the use of satellite systems.

Communications with the use of satellites are the result of research in the field
of communications, space, and modern technologies in shipping and trade,
aiming to increase coverage and manage spectrum and quality of services (QoS)
with the lowest possible cost of implementation and maintenance. Apart from
the research, satellite communications have also been part of every day’s life, as
many applications that contribute to people’s lives, would be impossible to
operate without them (e.g., positioning services that contribute to facilitating
transport and navigation, or weather forecasts for emergency measures in
adverse weather conditions). Satellite communications has also great
contribution in telecommunication applications by providing global coverage
and communication to anywhere on Earth in which there is no terrestrial network

support.

In the past, the performance of satellites was severely restricted. To overcome
this limitation, it was necessary to construct exceptionally large ground stations
with dish antennas measuring over twenty meters in diameter, in order to
establish communication links with them. The use of satellites was limited to long
distance telephone and television signal transportation between studios. By
1990, two out of every three intercontinental telephone calls were transmitted by
telecommunication satellites. Satellites proved particularly useful for
communicating with countries in which the terrestrial infrastructure was

insufficient or even non-existed.
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Recent technology changes and various kinds of demands have changed the way
communications satellites are used. More powerful satellites and the use of
higher frequencies have made it possible for many people to receive direct
signals from the sky. At the beginning of the 21st century, more than one
hundred million European houses were able to watch television programs
transmitted by satellites, either by direct reception or through cable distribution
systems. All of these were made possible through the rapid development in
innovative technologies and techniques such as satellite and component
miniaturization. These new technologies has allowed easy and relatively
inexpensive access to space by multiplexing multiple cube/micro/nano-satellites
into a single launcher.

3 LEO MICROSATELLITE CONSTELLATION UTILIZING SATELLITE
HELLAS SAT-5 AS RELAY

3.1 Introduction

This thesis analyzes and presents the capabilities of a satellite ground station
communicating with a low-earth-orbit (LEO) satellite constellation via the
geostationary satellite, Hellas-Sat 5, which acts as a relay. Toward this end, the
design and implementation steps concerning the LEO constellation as well as the
overall satellite communication system which are given in detail, i.e., the LEO-
GEO-Earth station communication path. Moreover, the software platform that
has been used to design, implement, and assess the performance of the
considered space-to-ground communication system is presented. The
simulations were carried out using the AGI Systems Tool Kit (STKv.12.2") software
with the use of a requested 4-month prolonged free license. Additional on-line
tools will be used for calculating the uplink and downlink budgets as well as the

structure of the satellite constellation.

! https://www.agi.com/new-stk/stk-12-2 - AGI Systems Tool-Kit version 12.2
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3.2 AGI Systems Tool-Kit

Systems Tool-Kit (formerly Satellite Tool Kit), often referred to by its initials STK,
is a multi-physics software application from Analytical Graphics Inc, which
enables engineers and scientists to perform complex analyses of ground, sea,
air, and space platforms, and to share results in one integrated environment. The
STK interface is a standard GUI display with customizable toolbars and dockable
maps and 3D graphic windows. All analysis can be done through mouse and
keyboard interaction.
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Figure 1: STK v12.2 Platform

3.3 Methodology

Regarding the implementation of this thesis, the following steps are considered

in order to formulate a complete scenario of a satellite communication system:

Acknowledgements
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Walker LEO Satellite Constellation / GEO Satellite Design and Implementation
(STK Analysis)

LEO Satellite Communicational System Configuration (STK)

<=

GEO Satellite Communicational System Configuration (STK)

<=

LEO Constellation Satellite Link Budget Analysis (STK & Link Budget Calculator)

<=

GEO Satellite Link Budget Analysis (STK & Link Budget Calculator)

<=

Overall System Presentation (STK)

3.4 Acknowledgements

Low Earth Orbit satellite constellations are very popular nowadays since they may
offer a significant number of services and technologies rather than using a single
satellite in a stationary or single orbital position. Earth observation, fire detection,
next generation communication systems as well as many other satellite
technologies uses LEO constellations in order to facilitate these services. The LEO
position is ideal for a broad spectrum of services which takes advantage of the
low altitude, the cost efficiency, and the simplicity regarding placing into orbit.
That is the reason several world-wide companies design and implement LEO

constellations for their operations.

On the other hand, LEO position also has several disadvantages such as
increased velocity (high Doppler effect), short passes, designing limitations due

to spacecraft size and overpopulated orbits. In order to overcome these
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disadvantages, certain technologies are used as well as alternative methods.
Specifically talking about designing limitations, this thesis will analyze the
possibility of implementing a LEO constellation with the use of microsatellites
which inherently are small sized spacecrafts and with limitations regarding the
communication capabilities (e.g., limited power budget).

Microsatellites face a significant challenge when it comes to their communication
equipment's ability to overcome atmospheric / propagation losses and
communicate with Earth's stations as well as the limited communication window
time offered. However, using a relay geostationary satellite offers an appealing
solution since it provides the necessary high data-rate telecommunication
equipment and offers a constant view of the same area on Earth's surface.
Furthermore, with an altitude of approximately 36,000 km, the geostationary
spacecraft offers significant access times between the LEO constellation and itself
(i.e., providing full time coverage).

A geostationary data relay receives the data from LEO satellites via inter-satellite
links and forwards it to the ground. The main advantage, compared to direct LEO-
Ground links, is the large Field of View (FOV). A GEO satellite can cover up to 69%
of the LEO satellite orbits. A single geostationary data relay is enough to provide
uninterrupted real-time access to LEO satellite constellation. Only one single
ground station is required for transferring the data from each LEO satellite to the
ground. Due to the extended contact times, data rates of 30 - 100 Mbit/s on the
inter-satellite links (ISLs) are sufficient to serve download volumes of several
Terabytes per day [1]. This rate exceeds current downlink requirements with
margins. With the use of the STK software, a summarize of the access times will
be presented in order to better understand the use of ISLs between LEO

constellation and GEO satellite.

In this particular thesis, only the necessary equipment for the ISL between the
LEO constellation and the GEO relay will be studied. The actual payload of the

LEO microsatellites will be given in examples of possible use cases.
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3.5 Walker LEO Constellation / GEO Satellite - Design and Implementation

In the frame of this thesis, the design objective of the LEO constellation is to
maximize the coverage area of the Mediterranean Sea, which is considered the
area of interest, within a 24-hour time period. The coverage would also be
possible to be computed for global coverage but for this thesis, is out of the

scope.

AGI STK software offers a powerful tool for analyzing and implementing trade
studies regarding the ideal selection of orbital parameters. This tool is called
«Analyzer Plugin» for which a special request was made for a 4-month prolonged
free license in addition to the other STK components.

In order to commence the implementation of this thesis, a custom area was
designed called “Mediterranean”. A basic circular orbit satellite was inserted with
a J2Perturbation propagator, 60° inclination and 6.678 km semi-major axis. This
represents the seed-satellite concerning the trade study as well as the design of

the walker constellation.

Figure 2: Seed-Satellite and custom area
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The first step is to compute Satellite 1 (i.e., the seed satellite) access times to the
Mediterranean area (seconds). This procedure will produce the total duration
(sec) of the access time of Satellite 1 at the area of interest.

Following the completion of Satellite 1 access times for 60° inclination and 6.678
km semi-major axis, a first stage trade study was implemented. STK Analyzer
plugin is a tool which performs a trade study between one or several variable
inputs and exports a specific output. For this specific thesis, a trade study
performs a comparison between different inclinations and semi-major axis and
their effect in total access times. The goal is to find the optimum combination of
inclination and altitude in order to maximize the access time duration.

Total vs. SemiMajorAxis vs. Inclination

lingy

Figure 3: Carpet plot Inclination vs semimajor axis and access times

The trade study calculated the ideal combination between inclination and semi-
major axis which achieves the highest access time for Satellite 1. Based on the
above, inclination of 60° deg and semi-major axis equal to 7.881 km (1500 km)
will produce a total access time of 16.861 seconds (4.68 hours) in a 24-hour
period.

After the fine-tunning of Satellite 1 orbital parameters based on the above trade
study, a coverage definition should be carried out in order to determine the
coverage of the Mediterranean Sea. For this reason, the coverage definition tool
of the STK will is used to determine the percentage coverage of the area of

interest for a 24-hour period.
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Figure 4: Mediterranean area coverage definition

As the optimum seed-satellite orbital parameters have been defined, the walker
constellation should be calculated following the same approach as before. This
time a two-step trade study will be performed in which the first will determine
the walker constellation based on the maximum coverage percentage of the
designated area and the second based on the maximum access time regarding
the GEO satellite in order to design the ISL (inter-satellite link).

3.5.1 Walker Constellation for Maximum Coverage and Access times

Using the STK Analyzer module, the software is able to determine the designated
area coverage percentage. For this specific thesis, a standard walker
constellation is used at 60° inclination (according to the previous trade study),

with four planes each of one containing one satellite (60° 4/4/0 walker
360
4 planes

differences between satellites. Having simulated several combinations with

constellation), RAAN spread between planes

= 80° and 20° true anomaly

different true anomaly angles, the 20° angle offers a 94.6% percent coverage of
the designated area.
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Figure 5: Satellite constellation 3D map

3.5.2 Geostationary Satellite

As mentioned in this thesis title, the upcoming Hellas Sat 5 geostationary satellite
will function as a relay station between the LEO constellation and the Earth
station. A standard geostationary satellite will be loaded on STK using the same
orbital parameters as the Hellas Sat 4 (Altitude 35.794.2 km, inclination: 0°,
location: 39° East).

The next step is to compute the access times between the constellation satellites
and the GEO satellite in order to determine the number of hours that the
satellites are visible by the GEO satellite. Using the built-in tool of the STK
software, it is possible to calculate the access times. The first step is to add the

constellation satellites in a constellation group.

Next, the chain element is going to be used in order to calculate the access times.
In the chain element it is required to assign the constellation group as well as the
Hellas Sat 5. Applying the above changes and performing the compute access
command in chain element, the software is determining the times in which one

or more LEO satellites are visible from and to the GEO satellite.
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As mentioned before, only the configuration concerning the communication
aspects for the LEO constellation Inter-Satellite-Link with the GEO satellite, is
analyzed in the frame of this thesis. This means that a link budget analysis is
performed in order to calculate the required telecommunication equipment for
the ISL links. The payload part of the LEO constellation will be presented with
potential use-cases.

For the implementation of the satellite constellation ISL, it is necessary for the
microsatellite to be equipped with an antenna which is going to be targeted
(when visible) at the receiver of the GEO satellite. This means that the antenna
should be able to perform tracking procedures in order to be aligned with the
GEO receiver. After that, the communications equipment must be powerful
enough to be able to achieve sufficient data rates through the ISL. An important
observation showing why ISLs are so widely adopted in modern satellite
networks, is the fact that an ISL is occurring only in an environment with no
atmosphere (space). This means that the necessary equipment, which is going to
be installed on the microsatellite, is not required to be able to overcome the
physical losses of the Earth’s atmosphere. This is exactly why the use of a relay
station is much easier to implement, because a GEO satellite is large enough to
accommodate much more comprehensive communicational equipment,
something that is not an option with microsatellites.

3.6 GEO Satellite Communication System Configuration (STK)

For this thesis implementation, the GEO satellite communications schema entails
four separate servomotors and receivers, each of one pointing at a specific LEO
microsatellite. In actual configurations, this method is unfeasible because a GEO
satellite cannot contain separate antennas allocated to a single satellite. A
specific configuration must be set to accommodate the ISL’s between LEO and
GEO satellites such as specific time slots, switching equipment as well as decision
making algorithms base on range, azimuth angle and elevation angle. These

special configurations are out of this thesis’s scope.

As the ISL’'s with the LEO constellation are set, another connection should be
established between the GEO satellite and the Earth station. For this purpose, as
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before, a sensor will be inserted on the ground facility which will function as a
servomotor tracking the GEO satellite, a receiving antenna and lastly, a
transmitting antenna on GEO satellite which will be facing the Earth station.
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Figure 6: GEO to Earth station connection

These elements conclude the implementation of the ISL's between the
constellation and the GEO satellite as well as the connection between Hellas Sat
5 and the ground station. In the following chapter, a complete link budget
analysis is presented in detail regarding the ISL and the GEO downlink.

3.7 LEO Constellation Satellites Link Budget Analysis (STK & Link Budget
Calculator)

Having analyzed all the basic communication equipment of the LEO satellite
constellation, this subsection introduces the characteristics of its communication
equipment used in detail. Also, a comprehensive link budget analysis between
the microsatellite and geostationary satellite is provided. Furthermore, the
potential use cases for the microsatellites and their payloads are presented and

discussed.

The first step is to determine the ISL's characteristics regarding the
communication between the microsatellites and the geostationary satellite. For
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this purpose and in order to cover all the potential use cases, the Digital Video
Broadcasting version 2 (DVB-S2) protocol is utilized for the communication. Table
1 below illustrates all the specific values that will be inserted in STK software at
the ULTxSat_ 111 element which is the transmitter of Satellite 1 in the
constellation as well as the corresponding receiver on the geostationary satellite
(RxSat_111).

Table 1: LEO microsatellite to GEO satellite parameters [5]

Microsatellite Tx Equipment

Frequency 11.2 GHz X-Band
Transmitted Power 15 dBW
EIRP 39 dBW
Bandwidth 36 MHz
Antenna Diameter 0.2m
Antenna Efficiency 65%
Polarization Horizontal
Modulation & Coding QPSK 2/3
Filter Root Raised Cosine (RRC)
Roll Of Factor (ROF) 0.25
Transmit Symbol Rate 29.7 Mbaud
Target Data Rate 20 Mbit/s (Data transmission)
Geostationary Rx Satellite Equipment
Antenna Diameter Tm
Antenna to LNA line loss 2dB
LNA Gain 10 dB
LNA to receiver line loss 2dB
Modulation & Coding QPSK 2/3
Link Requirements
Minimum Eb/No Required 5 dB?
SNR Threshold (C/N) 6.6 dB3
Target BER 107 or less*

2 https://www.etsi.org/deliver/etsi i ets/300400 300499/300421/01 60/ets 300421e01p.pdf - ETS 300 421

3http://www.satbroadcasts.com/news,81,Minimum carrier to_noise ratio values CNR, CN for DVB S2 sys
tem.html - Minimum carrier to noise ratio values (CNR, C/N) for DVB-S2 system

4 https://tech.ebu.ch/docs/techreview/trev_300-morello.pdf - DVB-S2 - ready for lift-off

125


https://www.etsi.org/deliver/etsi_i_ets/300400_300499/300421/01_60/ets_300421e01p.pdf
http://www.satbroadcasts.com/news,81,Minimum_carrier_to_noise_ratio_values_CNR,_CN_for_DVB_S2_system.html
http://www.satbroadcasts.com/news,81,Minimum_carrier_to_noise_ratio_values_CNR,_CN_for_DVB_S2_system.html
https://tech.ebu.ch/docs/techreview/trev_300-morello.pdf

Low Earth Orbit Microsatellite Constellation Utilizing Satellite Hellas Sat 5 as a Relay - Alexandros K. Lais

All the above parameters are used in standard DVB-S2 configuration in satellite
communications. Furthermore, due to the fact that STK platform does not offer
the QPSK 2/3 modulation as an option, this particular modulation type it is
implemented and inserted in STK manually (Figure 8).

The next is to insert all the above parameters in the STK platform in order to
calculate the link budget analysis. In order for STK software to be able to produce
the link budget analysis, a chain element must be inserted and select the LEO
satellite transmitter and the GEO satellite receiver as the main study elements.

The next and last step is to right click the chain element, report and graph
manager and select the Digital Repeater Comm Link. The following Figure 7
illustrates the result:

Time (UTCG) Xmtr Powerl (dBW) Xmtr Gainl (dB) EIRP1 (dBW) Prop Lossl (dB) Rovd. Frequencyl (GHz) Rovd. Iso. Powerl (dBW)

1 Ang 2022 00:00:00.000 15.000 25.5407 39.983 204.4159 11.199872 —-164.435

Flux Densityl (dBW/m*2) g/T1 (dB/E) C/Nol (dB*Hz) Bandwidthl (kHz) C/N1 (dB) Eb/Nol (dB) BER1

-121.995286 14.8595954 85.059801 36000.000 5.4968 12.0485 6.139707e-13

Figure 7: Link budget analysis ISL microsatellite to geostationary satellite

Considering Table 1 target parameters, it is shown that the ISL between the LEO
satellite and the GEO relay, achieves those required parameters. Specifically, the
achieved BER is 6.13 x 10713 which is less than the targeted one as well as both
Eb/No and C/N values are greater than the designated thresholds. Another
important note is that the above performance is calculated on the optimum
azimuth and elevation position between LEO satellite and GEO satellite. At the
lowest position of the LEO satellite the performance drops at 1.77 x 1077 which is
also sufficient enough for this specific link. The above note illustrates the
importance of the designing process of a link budget in order to cover all the

possible positions of the satellite.

The above procedure concludes the study for the ISL between the LEO
microsatellite and the GEO satellite. In the following subsection, a link budget
analysis will be studied from the GEO satellite to the ground station.
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3.8 GEO Satellite Link Budget Analysis (STK & Link Budget Calculator)

For the geostationary downlink to the ground station, a real world link budget
analysis is considered and inserted in STK in order to simulate an actual satellite
link connection. The link budget was obtained from Hellas Sat corporation and
simulates a connection for data transmission.

Due to the fact that STK platform does not offer QPSK modulation with 2/3 coding
rate and with the use of the same technique mentioned before (MATLAB Bit Error
Rate Analysis - Figure 8), the BER vs Eb/No relation was derived in order to insert
it manually on STK.
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Figure 8: QPSK modulation with 2/3 coding rate bit error rate analysis tool
The following Table 2 illustrates all the parameters that was inserted in STK
platform:

Table 2: GEO Satellite to Earth station parameters [5]

Geostationary Satellite Tx Equipment

Frequency 11.6 GHz X-Band
Transmitted Power 8 dBW
EIRP 42 dBW
Bandwidth 36 MHz
Antenna Diameter 0.8m
Antenna Efficiency 65%
Polarization Horizontal
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Modulation & Coding QPSK 2/3
Filter Root Raised Cosine (RRC)
Roll of Factor (ROF) 0.05
Transmit Symbol Rate 16 Mbaud
Target Data Rate 20 Mbit/s (Data transmission)
Earth Station Rx Equipment
Antenna Diameter 1.2m
Antenna to LNA line loss 2dB
LNA Gain 5dB
LNA to receiver line loss 2dB
Modulation & Coding QPSK 2/3
Link Requirements
Minimum Eb/No Required 3.6dB
SNR Threshold (C/N) 5.5dB
Target BER 107 or less’

The last step is to insert all the above values in STK platform. As mentioned
before, another chain element is required to be created and select the GEO
satellite Tx system and the Earth station Rx system in order to produce the link
budget.

Figure 9 below illustrates the link budget analysis of the STK platform regarding
the link between GEO satellite and the ground station:

Time (UTCG) ¥mtr Powerl (dBW) ¥mtr Gainl (dB) EIRP1 (dBW) Prop Lossl (dB) Revd. Frequencyl (GHz) Rovd. Iso. Powerl (dBW)

1 Aug 2022 00:00:00.000 8.000 37.8867 42.424 205.2330 11.600000 -162.809

Rovd. Iso. Powerl (dBW) Flux Densityl (dBW/m"2) g/T1 (dB/K) ¢/Nol (dB*Hz) Bandwidthl (kHz) c/N1 (dB) Eb/Nol (dB) BER1

-162.809 -120.064512 16.784506 B83.574288 36000.000 8.0113 10.5640 6.344040e-09

Figure 9: Link budget analysis STK platform

As Figure 9 shows, the achieved bit error rate of the link is 6.34 x 10~° which is

5 https://tech.ebu.ch/docs/techreview/trev_300-morello.pdf - DVB-S2 - ready for lift-off
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more than enough than the targeted BER of 10~7. Furthermore, both C/N and
Eb/No values are greater than the desired one’s presented in Table 2.

3.9 Overall System Presentation (STK)

Once the required communication equipment is determined and the necessary
requirements are met to achieve the desired performance for each link, the
overall system’s performance should be evaluated. Hence, an overall link budget
should be calculated to assess the performance of the complete communication
link from the microsatellite to the Earth station via the GEO satellite Hellas-Sat 5
which acts as a relay. In order to perform an overall link budget, a chain element
is created and named as «Digital_link_LEO_RelayGEO_Earth_Station». The
difference now is that both ISL and downlink to Earth station will be inserted into
the chain element in order to calculate the complete link budget. For the
individual links and with the use of the chain element, the overall system link
budget is calculated as shown in Figure 10:

Time (UTCG) Xmtr Powerl (dBW) Xmtr Gainl (dB) EIRP1 (dBW) Prop Lossl (dB) Rcvd. Freguencyl (GHz) Rcvd. Iso. Powerl (dBW)
Xmtr Power2 (dBW) Xmtr Gain2 (dB) EIRP2 (dBW) Prop Loss2 (dB) Rovd. Freguency2 (GHz) Rovd. Iso. Power2 (dBW)

1 Ang 2022 00:00:00.000 15.000 25.5407 39.983 204.4159 11.199872 -164.435
8.000 37.8867 42 .424 205.2330 11.600000 -162.809

Flux Densityl (dBW/m*2) g/T1 (dB/K) C/Nol (dB*Hz) Bandwidthl (kHz) C/N1 (dB) Eb/Nel (dB) BER1

Flux Density2 (dBwW/m~2) g/T2 (dB/EK) C/No2 (dB*Hz) Bandwidth2 (kHz) C/N2 (dB) Eb/No2 (dB) BERZ2 BER Tot.2
-121.995286 14.895994 85.059801 36000.000 9.4968 12.0495 6.139707e-13
-120.064512 16.784506 83.574288 36000.000 8.0113 10.5640 6.344040e-09 6.344654e-09

Figure 10: Overall link budget analysis STK

Figure 10 illustrates the complete link budget of the system. The achieved end-
to-end BER is 6.34 x 10~° while the worst one is 1.84 x 1077 (Figure 11). This
means that the system will perform normally even in the lowest azimuth and
elevation positions.
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Figure 11: Total C/N value changes over time

The last step of the thesis is to configure all four LEO satellites that forms the
constellation with the parameters specified in the previous sections in order to
illustrate the complete system as shown in Figures 12 & 13:
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Figure 12: Complete LEO constellation with relay station STK 2D
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Figure 13: Complete LEO constellation with relay station STK 3D

4 CONCLUSIONS

4.1 General

Typically orbiting at low Earth orbit, satellite constellations provide the required
data with low latency (downlink and uplink), particularly valuable when
immediate responses are critical. Compared to geostationary satellites, swarms
of small units (up to 500 kg) are cheaper and faster to deploy.

This particular thesis analyzes the theoretical approach to design and implement
a LEO constellation with the use of a geostationary satellite as a relay node. By
combining a LEO constellation with a GEO satellite as a relay, we can leverage the
advantages of both systems. The LEO constellation offers global coverage and
cost-effectiveness, while the GEO satellite provides high data transmission rates

and continuous coverage on a specific region of interest.

After the completion of all the individual configuration steps for the

implementation of this thesis, the following conclusions are drawn:
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e The LEO orbital parameters are a critical component in the design of a
complete LEO satellite communication network. The engineers should
consider the necessary equipment in terms of implementation costs,
predicted lifespan, and the purpose / application of the constellation
system. Given the fact that due to the increased number of satellites in
each orbital plane, the orbital position should be selected carefully in order
to avoid possible hazards.

e Each individual LEO satellite, having in mind that it is a microsatellite,
should be designed in such way that meets all the necessary
communicational requirements in order to provide reliable
communication and be able to be fitted in small compartments.

e The geostationary satellite requires comprehensive communication
equipment and must be designed to accommodate current and future
technological advancements. Additionally, it should be adaptable for
future satellite links. All the communicational links should be designed and
evaluated for the worst-case scenario. This means that in a comprehensive
link budget analysis, all of the atmospheric losses should be considered in
order to be able to predict the link’'s performance under the worst possible
conditions. Having also the nominal link operation, it is useful to derive the
link margin and the achieved availability.

e ISLs are a relatively recent technology and is complicated to implement,
especially in microsatellites mainly due to increased Doppler effect.

e The design of a microsatellite with ISL must consider the fact that it should
contain different equipment for the ISL connection and different for the
payload, something that has certain restrictions due to limited space.

4.2 Advantages of using a geostationary satellite as relay

As mentioned before, this thesis’s purpose is to demonstrate the benefits of
using ISL's as well as relay stations. In this case, a combination of both occurred
resulting in an extremely resilient and powerful satellite link for transmitting data

at very high data rates.

Utilizing a GEO satellite as a relay offers several advantages such as:
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As it is at greater height, it covers larger geographical area.

Satellites are visible for 24 hours continuously from single fixed location
on the Earth.

e Itisideal for broadcasting and multi-point distribution applications.

e Ground station tracking is not required as it is continuously visible from
earth from fixed location.

e Almost no doppler shift and hence less complex receivers can be used for
the satellite communication.

Through the use of STK's tools, several reports and graphs were produced in
order to show the differences between a microsatellite constellation without a
relay station comparing to using one.

4.3 Final comparison

Table 3 below presents the final comparison between the two cases regarding
the access times as well as the link budget performance, one without the use of
the geostationary relay and one with the use of Hellas Sat 5 as the data relay
node.

Table 3: Final parameters comparison

Without relay station With relay station
Access Time
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4.5 hours per day per satellite

17.3 hours per day per satellite

Link Budget

¥mtr Powerl (dBW)  Xmtr Gainl (dB)  EIRP1 (dBW)

fmtr Powerl (dBW)  Ymtr Gainl (dB)  EIRPL (dmk) | 277 PYerd (GR) mer Gwind (GB) o RTAER (G

TTTTTTTTTTT T T I 15.000 25.5407 39,983

15.000 25.5407 39.983 8.000 37.8867 42.424

C/H1 (dB) Eb/Nol (d4B) BER1
c/Nl (dB) Eb/Nel (dB) BER1 /N2 (dB) Eb/Noz (dB) BER2 BER Tot.2
4.9466 7.4993 1.505172e-04 9.4968 12.0495  6.139707e-13

B.0113 10.%640  6.344040e-08  6.344654e-0

As a conclusion, a combination of:

e the
geostationary relay station,

increased access times between

the constellation and the

e the limited atmospheric losses due to inter-satellite links,

e the benefits of a geostationary satellite regarding the communicational

capabilities,

e the extended coverage times that a microsatellite constellation is offering,

e the link budget performance,
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is able to establish a resilient, reliable and exceptionally high throughput
communication link with the use of a geostationary relay station and a
constellation consisting of four low-Earth orbit microsatellites.
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Evaluation of the Effect of Different
Tracker-driven Direction Sources on
Continuous Artificial Locomotion in VR

Theodoros E. Mandilaras

ABSTRACT

This research evaluated different direction sources with Continuous Artificial
Locomotion in Virtual Reality (VR). In CAL, the user moves continuously in a virtual
environment (VE) by pressing direction buttons on the controllers. However, the
direction of the movement, in most cases, is defined either by the headset or by
one of the controllers, which may feel unnatural. In this study, we propose two
additional direction sources, one based on the direction of the user’s hips and
another based on the direction of their feet. We utilized trackers placed on these
body parts to implement these direction methods. We evaluated the four
methods in terms of performance, preference, motion sickness, and presence.
We designed and implemented a VE and conducted a user study with 24
participants to evaluate. The users had to fulfill three tasks with each method: to
navigate in a zigzag environment, then to cross a corridor while counting some
dots positioned on the walls of that corridor, and finally to complete a mini-game
by placing colored cubes in the desired area. Data were collected both
quantitatively and qualitatively. The results of our study indicate that hip and feet
methods are the optimal selection in terms of performance for executing
different virtual tasks, that motion sickness is not affected by the different

direction sources, and that the users preferred the feet and headset methods.

Subject area: Human Computer Interaction

Keywords: Virtual Reality, Locomotion, Interaction devices
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1 PREFACE

Navigation in Virtual Reality (VR) is one of the most widely used interaction
components in VR since some navigation is required in most cases. It can be

defined as a way for users to move through virtual worlds.

Providing the ability to comfortably navigate in a VE and maintain a high sense
of presence is considered paramount for VR. A poorly designed locomotion
technique (LT) may distract the user, reduce immersion and introduce motion
sickness [1]. Consequently, in the past decades, researchers have been
experimenting with numerous locomotion techniques, exploring their strengths
and weaknesses and improving them constantly [2]. Physical locomotion
techniques [5], like Real Walking (RW), despite being the most natural [3][4],
cannot be scaled due to the limited physical space. Thus, researchers need to
switch to Alternative Locomotion Techniques (ALTs) to navigate beyond those
confines. One of the most commonly used is Continuous Artificial Locomotion
(CAL). In this locomotion technique, the user continuously moves through the
space by pressing directional buttons, sticks, or pads to move the viewpoint in
the chosen direction. However, this technique is highly related to causing VR
sickness, induced by the mismatch in sensory information between the visual and
other senses. It can lead to headaches, blurred vision, dizziness, disorientation,
or nausea [1].

Furthermore, one other issue with CAL techniques is the source of the direction
that the user moves to. Most of the existing literature about CAL techniques
mainly focuses on how to move the user and not on the direction of movement,
which is defined as the user’s “forward.” Most of the time, the moving direction
is driven by the orientation of the Head Mounted Display (HMD), which in a virtual
world represents the user’s viewpoint. Thus, the users will move where their

head is looking at. That technique is usually called "gaze-steering" [4]. Another
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approach is "hand-steering,” in which the direction is driven from the orientation
of one of the hand-held controllers. In this case, the user moves toward where
the controller points. Both techniques do not require extra hardware since the
tracking mechanism of the VR system already tracks these devices. However,
those approaches do not directly relate to how humans move in real life.
Movement in the physical world is decoupled from the direction your head and
hands are pointing, so you can look around and use your hands as you move. As
a result, those approaches may contribute to the created motion sickness that
the user may feel. Moreover, overloading the headset and the controllers with
navigation functionalities [6] is considered detrimental to performance [7], given
thatin most VR experiences, those devices are already used for other interactions
and tasks.

In this study, we explore the effects different sources of direction can have on the
user experience when CAL is used in VR navigation. Apart from the two common
sources of direction, head and hands, we also explore two additional sources for
getting the direction of movement, one based on the hip and one other based on
feet. In the latter case, we propose a novel way to infer the direction of the user
movement by the mean angle from both feet. Besides the existing hardware,
additional tracking devices are utilized to get orientation data. Then we evaluate
the effects of those direction sources in CAL regarding users’ performance,
preference, motion sickness, and presence. Therefore, the examined direction

sources are:

o Headset-based: The direction of movement is driven by the headset’s
orientation. The headset in a VE functions as our "virtual” head, so when it
is used as the direction source, the user moves toward where they are

looking.

e Controller-based: The orientation of the controller directs the movement.
So, in this approach, the users’ point of view moves towards the direction

that the used controller points to.

e Hip-based: Locomotion is directed using a body-centric technique [8],
based on the Hip. To achieve that, the hip is tracked by a tracker placed on
the hip region of the user’s body. Thus, the direction of movement is driven
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by the orientation of this tracker. In this way, the user moves toward the
direction that the hip is facing. That allows the users to move
independently of where they look and decouples the controllers from the

locomotion direction control.

o Feet-based: The direction of movement is calculated by the orientation of
the feet. In this method, the user’s feet are tracked by a tracker attached
to each foot. The direction of movement is calculated as the mean rotation
in the YAW axis of both trackers. Therefore, for the users to turn, they must
adjust their feet to look in the desired direction. This direction source is our
proposed technique.

Figure1: Equipment over the body of the user.

2 EXPERIMENT DESIGN

This thesis aims to evaluate the effects of different direction sources in CAL.
Those effects are examined regarding performance, motion sickness,
preference, and presence. We designed and created an immersive and

interactive VE to conduct a user study to achieve that. That VE served as the
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experimental "canvas” for the evaluation. In this VE, the users can navigate freely
by pressing directional buttons on the controllers and interacting with some
created assets.

2.1 User Virtual Representation

In most VR applications, the user’s avatar consists mainly of their hands only
since one cannot see their head. In this way, we avoided providing a whole body
to the avatar, even though we leverage full-body tracking to not saturate our
experimental goals and the focus of our study with other aspects of VR
interaction, such as the virtual embodiment and the sense of ownership.
Therefore, the hands of the user are visualized using the SteamVR Hand Slim3,
which contains the animation for the fingers. The HMD has no visualization since
the users cannot see their heads. About the rest of the hardware being used,
meaning the three trackers, we decided to visualize them with relevant and
suitable objects that were consistent with the rest of the avatar representation.
For the tracker in the area of the hip, we used a Buckle, and for the trackers in
the feet, we used a pair of boots. Those objects followed the movement of the
trackers in real life, giving a sense to the users that they were wearing them.

Figure 2: User’s virtual representation.

140




Evaluation of the Effect of Different Tracker-driven Direction Sources on Continuous Artificial Locomotion in VR -
Theodoros E. Mandilaras

2.2 Virtual Environment

The VE was designed as simple as possible yet realistic for immersion purposes.
Our goal was to create a VE that the users would enjoy and would make them
feel comfortable and relaxed. Also, simple enough to avoid distracting their
attention. We used simple materials, mainly gray, green, brown, and white colors,
to be minimal. The map was decorated with plants and palm trees to create a
feeling of an exotic place, and the sky was set to blue sky with few clouds and
setting sun. We avoided adding a roof to the map because we did not want to

create any feeling of claustrophobia.

Figure 3: An example of the designed VE that was created for the experiment.

For the implementation of the experiment, three scenes were developed:
e Training Scene: in which the users were trained about the mechanics of
the virtual application,
o Experiment Scene: in which the experiment was taken place,

e Final Scene: It was for conclusion purposes and was used to inform the
users that the experiment was completed and thank them for
participating.
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For the correct functionality of the VE, some assets were created and repeatedly
used in the map. Some of them can be seen in the figure 4.

Duration: 32.4

Bamer (a)

Figure 4: Some of the created assets.

2.3 Experiment Tasks and Parts

We designed and developed three tasks to evaluate our methods, each in a
different part of the VE.

The Tutorial is the first part the users are introduced to when the application
starts. This part aims to teach the user the basic mechanics of the VE so they are
prepared for the experiment. Those mechanics include how to navigate in the VE
and how to interact with the created assets. As for the utilized direction source,
we selected the HMD so the users move in the direction they are looking. Besides,
this selection may not be fair against the other methods, we had to choose one
of them, and the head-based is used as the default method in most VR
applications with CAL. This part takes place in the Training Scene.

Then the user is moved into the Experiment Scene, where the Familiarization
Part starts. In this part, the user meets and practices the current direction source
each time before moving to the experimental tasks. It is the first part of the
experiment scene and has no evaluation significance. Users continue to the
ZigZag Part when familiar with the method. This part is the first task of the
experiment. Through this task, we aim to evaluate each direction method in a
challenging navigation path with multiple turns. The users are asked to follow a
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white path on the floor and stay inside as much as possible. We measure the
users’ performance and accuracy with each direction source in this task. After
that, in the next task, the users have to walk through a straight corridor. On both
sides of that corridor is a wall with dots appearing as the user approaches them.
The user has to walk through that corridor while counting the dots on the walls.
At the end of the corridor, they are asked to submit how many they counted. This
part was designed to evaluate the spatial awareness and the effect on the visual
observation that each different direction source causes. Also, it is very common
to look around while navigating, so we believe this represents a real scenario of
VR applications. For the last part, the user has to complete an interactive mini-
game. In this game, there are four colored capsules, each one placed on each
corner of the room, and three item sources on the sides of this room. In this part,
the users must grab the cube from the highlighted item source and place it on
the capsule with the same color. Then, another cube appears in one of the
sources. This action is repeated four times, once for each color, to complete the
game. We designed this task to evaluate each method on a highly interactive
game that requires hands busy for interactions and complex navigation with
many turns.

(b) Corridor Part

(a) Zig-Zag Part (c) Color-Game Part
Figure 5: Tasks in Virtual Environment
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3 IMPLEMENTATION

For a VR experiment, we need a VR system capable of supporting the
experiment’s requirements and a high-end PC. Moreover, for our experiment, we
need three trackers, one placed on the hip of the user and the other two placed
on each leg. In our experiment, we used the HTC Vive Pro headset. Also, to make
it work tetherless, we utilized the Vive Wireless Adapter to provide the users
with a comfortable experience because the experiment requires a lot of mobility
and many physical rotations. For trackers, we chose to use the Vive Trackers,
which were ideal because they can be easily worn with specific straps for the legs
and the hip. About the controllers, we chose to replace the classic controllers of
the HTC Vive Pro with the Valve Index Controllers. These controllers contain a
joystick for controlling movement which is more comfortable than the touchpad
of the Vive. In addition, they are more stable over the user’s hand due to the
straps on the grip.

f— —

Vive Trackers 30 Vavie index Cantroliers HTC Vive Fro with Wiredass Adaplter (and Bamery)

Lol

Figure 6: The used equipment for the experiment.

The Unity 3D Game Engine was used for the experiment's software development.

4 STUDY

We conducted a study to evaluate the effects of different direction sources in CAL

in terms of motion sickness, performance, preference, and presence.
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Performance was measured as the time and the accuracy of each user in each
task by the logged data of the VE. The others were assessed using a mixed-
method approach of data collection through questionnaires. More specifically,
before we started the experiment, we asked the users questions to understand
their profiles better. Then, when the users completed all the tasks with each
direction source, they had to fill out an in-VR questionnaire. These questionnaires
were related to the preference of the users with the method. After that, we
prompted the users to take a break by removing their headsets and verbally
administered the Motion Sickness Questionnaire. The break was intended to also
provide comfort from any fatigue or dizziness the method could have induced
before moving to the next one. At the end of the experiment, when the users
completed all the tasks for all the methods and answered all the questionnaires,
the virtual experience was over. Then, they responded to questions about all the
methods comparatively. In this phase, we asked questions about the users’
preferences and which method generated their highest sense of presence.

Next
Method
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Figure 7: Experiment’s flow.

In the experiment, 24 users participated, and two could not complete it due to
intense discomfort. The collected data from these two cases were ignored in the

following analysis.
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5 ANALYSIS

5.1 Performance

Mean Duration per Method in each Task Mean Accuracy in Path Dot Counting Error

0.073

hip 101 o095
BN headset 0.922
HEm controllers

0.929 0.942 0.07-
0.066

. feet

0.0-
zigzag corridor colorGame hip headset controllers feet hip headset controllers
Tasks Methods Methods

Figure 8: Mean duration per Figure 9: Mean accuracy in path  Figure 10: Dot Counting Error

method in each task

In the first diagram, we can see the duration of the users to fulfill each task with
each method. As we can see, there is no significant difference in performance for
a method to stand out. In the second one, we can see the average accuracy of
the users in the zig-zag task. In this task, we can see that most users performed
very well, having a small error in most cases. However, the best accuracy
occurred with the hip and feet methods. And the last diagram shows the error in
the corridor task with the dot counting. In this task, the users performed worst
with the headset and best with the controllers. The other two methods scored in
the middle.

For the analysis of the immersed (in-VR) questionnaire, Friedman’s
nonparametric tests were used first to identify whether there was any significant
difference between the scores for the four methods, which revealed significant
differences between the method scores in two questions:

1. How natural was the mechanism which controlled movement through
the environment? This question had a significant difference between the
HMD, Controllers, and Feet. Therefore, according to the results, we can
assume that the controllers were chosen as the least natural method and

the feet as the most natural.
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2. How much did your movement in the virtual environment seem
consistent with the real-world movement? In this question, we had
similar results. The controller was selected as the least related mechanism
to the real world, and the feet as the most.

Symptoms Headset Controllers | Hip Feet

3.0
General discomfort 0.31 04 0.54 0.31

2.5
Fatigue 0.0 0.0 0.18 0.18
Headache 0.13 0.4 0.09 00 =
Eye strain 0.04 04 022 0.0 131
Salivation increasing 0.0 0.0 00 0.0 10
Sweating 0.18 03 04 0.36 05 4

0142 Sl2% S 0188

Nausea 0.18 03 0.31 0.31 00 ]

: HEADSET CONTROLLERS HIP FEET
Dizziness 0.27 0.3 0.36 0.31

Table 1: Motion sickness symptoms on users from Total Discomfort that was induced with each method

each method

Regarding the motion sickness questionnaires, as we can see from the results
above, none of the questioned symptoms appeared significantly. Moreover, in
the statistical analysis, we found no significant difference between the methods.

Regarding the comparative questionnaires, the users’ favorite method was the
HMD, followed by the Hip as a close second. The easiest-to-use method was also
the HMD and, with equal votes, the Hip, and the Feet. As for the most natural
method, the participants chose the HMD method, and in second place followed
the Feet method. Last, even though the users selected the Feet-based method as
the method that made them pay the most attention to the real world, it was
chosen as their favorite method. It is also worth mentioning that the Controllers

method was selected the least in most of the questions.

147



Evaluation of the Effect of Different Tracker-driven Direction Sources on Continuous Artificial Locomotion in VR -
Theodoros E. Mandilaras

6 CONCLUSION

This thesis presents the design, analysis, and results of an experiment focused
on the effect of different direction sources for CAL in VR. Literature about LTs
mainly focuses on "how to move” the user and not the direction of movement.
In most cases in CAL, the direction of movement is driven either by the headset
or the controllers, i.e., devices that are already tracked by the tracking
mechanism of the VR system. However, this approach may not feel natural to the
users and may overload the headset and the controllers with navigation
functionalities. In this study, we utilize extra-tracked devices to unlock different
direction sources. One is positioned on the user’s hip by placing a tracker in that
area, and another is on the user’s feet. We evaluate these four direction sources
in terms of the user’s performance, preference, motion sickness, and presence.
To evaluate, we designed and implemented a VE and conducted a user study with
24 participants. The users had to fulfill three tasks with each method. Data were
collected both quantitatively and qualitatively. The results of our research
indicated that the hip and feet methods are the optimal selection for
performance for executing different virtual tasks, that motion sickness is not
affected by the different direction sources, and that the users preferred the feet
and headset methods.
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