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Abstract. The main goal of this dissertation is the development of methods to improve 
the accuracy and efficiency of the protein spot detection and quantification on 2DGE 
images. Image analysis is still considered as the bottleneck of the differential 
expression proteomics analysis workflow, due to the large variability in the protein 
spots’ expression profiles where a lot of manual user work is needed in order to 
achieve acceptable results. The contributions of this dissertation are apparent to all 
the stages of a 2DGE image analysis: (i) development of a new and specialized method 
for image denoising based on multiresolution analysis and the Contourlet Transform 
which was evaluated with synthetic and real images and shown that it outperforms 
the existing denoising approaches in terms of noise suppression and optimizing the 
subsequent analysis results; (ii) development of a novel approach for delineating 2DGE 
image areas which -with high probability- include protein spots, based on Active 
Contours. The developed method has been evaluated using a large pool of synthetic 
and real gel images and shown that the extracted ROIs include the large majority of 
the true spots while it functions in an fully automatic way; (iii) novel hierarchical 
approach to protein spot segmentation based on machine learning techniques and 
Gaussian mixture models. The developed approach is applied on each previously 
extracted Region of Interest (ROI), aiming at removing local background and streaks, 
while estimating the number, location and borders of proteins spots contained. After 
an exhaustive evaluation the developed methodology proved to be more accurate and 
efficient than competing methods while it is grounded on the physical properties of 
protein spots and overlapping spots formation. 
 
Keywords: Proteomics, two-dimensional gel electrophoresis, denoising, image segmentation, 
spot detection, spot quantification, spot modeling. 

 

1 Introduction 
 
During the last decade, the life and computer science communities are striving to build 

models in order to develop a global understanding of the living cell. This effort is deeply influenced 
by the development of the “omics” technologies (genomics, transcriptomics, proteomics, 
metabolomics, etc), which aim at establishing a holistic view on biological systems. Proteomics is the 
large-scale study of proteins, and in particularly of their structures and functions [1,2]. Proteins are 
vital parts of living cells, as they are the main components of the physiological metabolic pathways. 
The proteome is the entire set of proteins [3] expressed by an organism or system (including the 
modifications made to a particular set of proteins). This varies with time and depends on the 
stresses that a cell or organism undergoes. So, proteomics is the study of the time varying proteome 
using the technologies of large-scale protein separation and identification. In other words it is the 
study of proteins, how they are modified, when and where they are expressed, how they are 
involved in signaling and metabolic pathways and how they interact with each other. Current 
research in proteomics requires that proteins in a biological sample be effectively resolved. To 
achieve this goal, proteins need to be separated first. This separation can be performed using two-
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dimensional gel electrophoresis (2DGE) and gives rise to protein spots of irregular shapes and sizes 
on the gel. Once proteins are separated and quantified, they can be identified. For this purpose, 
individual spots are cut out of the gel and cleaved into peptides with proteolytic enzymes. These 
peptides can then be identified using mass spectrometry methods combined with database search. 

Two-dimensional gel electrophoresis is a powerful and widely used method for the analysis 
of complex protein mixtures extracted from cells, tissues, or other biological samples. This technique 
is used to separate the proteins in two steps according to two independent properties: isoelectric 
focusing (IEF), which separates proteins according to their isoelectric points (pI), and SDS-
polyacrylamide gel electrophoresis (SDS-PAGE), which separates proteins according to their 
molecular weights (MW). In this way, complex mixtures, consisted of thousands of different 
proteins, can be resolved and the relative amount of each protein can then be determined. The 
resulting gel is then digitized and an image analysis pipeline is applied in order to find protein spot 
specific properties (i.e. location, quantity, etc). In general, a typical 2DGE image processing pipeline 
consists of the following stages [4]: 
1. Image pre-processing (noise suppression, artifacts removal, streak removal and background 

correction. 
2. Spot segmentation (spot detection). Delineate each individual spot area, outputting a list of 

spot centers, intensities and geometric features. The spot detection operations pipeline in 
most cases is: 

1. Detect the centers of as many spots as possible. 
2. Segment the gel into regions, each containing one of these spots. 

3. Modeling and quantification (spot volume estimation). Model each extracted spot region by 
a parametric spot model in order to extract a characteristic vector for each spot for further 
data analysis, and to detect and separate co-migrated spots. 

4. Corresponding protein spot matching across gels of different samples. 
5. Identification of differential expression (using statistical methods). 
 
1.1 Related Work and Current Limitations 

 
Although the resolution of 2DGE seems impressive, it is still not sufficient compared to the 

enormous diversity of cellular proteins, and co-migrating proteins in the same spot are not 
uncommon [5]. Neighboring spots can obscure protein spot centers in these so-called complex 
regions, and their saturated nature can make the resolution of each individual protein impossible. 
Furthermore, spots tend to have symmetric diffusion in the pI dimension but often severe tails in the 
Mr dimension (streaks). This diffusion depends on the protein concentration, which is why streaks 
and smears occur with certain proteins. So, the “faint” protein spots require an expert eye to 
discriminate them from noise, so an efficient noise suppression method would be extremely useful. 
Also, the intensity of the background can vary across the image. Finally, in most cases there are 
incompletely separated (overlapping) spots (less-defined and/or separated) and several complex 
protein spot areas. Inefficiency due to the above limitations leads also to unmatched/undetected 
spots (leading to missing values), mismatched spots, and errors in quantification (several distinct 
spots may be erroneously detected as a single spot by the software and/or parts of a spot may be 
excluded from quantification). All of the above constitute some of the big challenges for the 
automation of spot detection in the bioinformatics pipeline. Throughout the years a lot of 
commercial and non-commercial methods for image analysis of gel images have been developed.  

Most commercially available 2DGE image analysis tools use conventional spatial filters [7,11] 
to combat with noise, mainly due to the fact that they are conceptually simple and computationally 
efficient. However, spatial filtering introduces severe distortions at protein spot borders and alters 
considerably the intensity values of internal spot pixels [6]. To address spatial filtering limitations, 
multiresolution space-frequency domain techniques based on wavelets have been proposed [6]. It 
has been shown that the Wavelet Transform (WT) outperforms spatial filtering both in terms of 



 

signal-to-noise ratio (SNR) performance and in terms of the resulting visual image quality [6]. Despite 
its several advantages, the Wavelet Transform has also some notable limitations [12]. The most 
relevant to 2DGE image denoising is its limited ability in capturing directional information, as needed 
to adequately represent the smoothness along spot boundaries. 

Another pre-processing operation is the background subtraction used in order to eliminate 
meaningless changes in the gel background intensity level. A simple approach is to obtain the 
lightest and darkest point in the background and replace the whole background with the average 
intensity. Tyson and Haralick [8] find the local minima in the image, representing background 
depressions, and interpolate the background between these minima. Melanie II [7] subtracts the 
minimum intensity from all pixel values and then fits a third degree polynomial to the background 
image (with spots removed). Another technique is derived from 3-D mathematical morphology, 
where the operations of opening and closing a grayscale image by a structuring element is 
represented by sliding the structuring element respectively under and over the topographical image 
(intensity is regarded as height) [9]. Moreover, using a horizontal and/or vertical cylindrical 
structuring element, horizontal or vertical streaks may also be removed [10]. 
 Previous work in 2DGE image segmentation includes several single-phase direct 
segmentation methods that will be reviewed here.  They include methods using stepwise 
thresholding [14], second derivatives [15], the Watershed transform [7], and statistical spot 
modeling methods [13]. The stepwise thresholding approach is extremely sensitive to noise and 
artifacts, where additional criteria must hold in order to accept or reject the final connected areas. 
The second derivatives approach gives acceptable results only when proper noise suppression has 
been applied. Furthermore, it places the borders at the inside of the spots since the zero crossings of 
the second derivative are associated with the steepest part of the spot rather than its beginning. The 
Watershed transform based method has the major disadvantage of over-segmentation. Although 
this can be addressed using marker controlled watersheds, the selection of a good set of markers is 
not a trivial task. Finally, the approaches using statistical spot modeling are difficult to apply without 
prior knowledge of spot shapes and sizes and it is known that they perform poorly in areas with 
overlapping spots especially if these foreground areas are not accurately estimated (usually this 
estimation is performed by mathematical morphology). So, it is obvious then that the current 
protein spot detection approaches suffer from various disadvantages, such us sensitivity to noise 
and artefacts, spot border distortions, over-segmentation, poor performance in areas with 
overlapping spots [4] etc. Furthermore, they require careful post-processing and usually a lot of 
manual effort, to finally produce reliable detection results. 

 
1.2 Dissertation Contributions 
 

The goals of this dissertation have been the development of novel methods for 2DGE image 
analysis and especially for spot denoising, detection and quantification in order to improve the 
accuracy and efficiency of existing methods. Image analysis is still a bottleneck in expression 
proteomics workflows. Nowadays, there are several commercial software packages available such as 
PDQuest, ImageMaster, Progenesis, etc, that promise to be accurate and efficient but this is far from 
being a reality [16]. Motivated by the aforementioned limitations the main contributions are: 
 2DGE image denoising 

Since 2DGE gel images are inherently noisy due to dust and the imperfect image acquisition 
process, the first objective of this dissertation is the development of an effective denoising method, 
i.e. increasing the SNR without inserting significant distortions to the image. In this dissertation, a 
multiresolution image transform was employed, namely the Contourlet Transform (CT), which 
proved to be very effective for denoising 2DGE images and fit well the specific properties of gel 
images. The CT can approximate more accurately images with smooth contours and anisotropic 
characteristics. 2DGE images are anisotropic due to the large variety in shapes and orientation of the 
spots they contain. The developed method is fully automated and it is shown to outperform every 



 

previously reported method [17,18]. We must note that the CT has not been used before for this 
type of images nor it has been coupled with the coefficient thresholding techniques that we have 
used. 
 Novel Active Contours based method for extracting foreground Regions of Interest (ROIs) 

A novel methodology [19] has been developed for delineating 2DGE image areas which, with 
high probability, include protein spots, based on Active Contours without Edges (ACWE). Moreover, 
a technique based on Contourlet Transform has been developed that leads to the automatic 
determination of the initial curve. This initialization method reduces the convergence time of the 
algorithm and improves its efficiency. Due to fact that the Contourlet Transform has properties that 
match particular characteristics of 2DGE images, a method based on it has been developed in order 
to enhance gel images and especially the faint spots. The method has been evaluated using a large 
pool of synthetic and real gel images. It has been shown that the extracted ROIs include the large 
majority of the true spots and are tight, i.e. they do not include large background areas. The 
evaluation has been performed using the popular commercial software package PDQuest and also 
relatively to the provided ground truth. Furthermore, our method does not require re-calibration of 
parameters every time a new image is processed and it can thus be fully automated. 
 Novel hierarchical approach for protein spot detection & quantification using machine 

learning methods 
This approach [20,21], unlike the traditional spot detection workflow where a gel image is 

directly segmented into spot regions following the spot modelling phase, it is applied on each ROI 
resulting from the previous image analysis step. First, it removes the local background pixels and 
streaks using 1-dimensional Gaussian mixture models applied on the intensity histograms of the 
extracted ROIs. Unlike mathematical morphology filtering it “kills” streak pixels without affecting the 
true spot pixels. A key idea of the developed method is that the informative image pixels are treated 
as sample data generators where machine learning methods are applied to the so generated data 
samples. A core technique used repeatedly in the developed methodology is Gaussian Mixture 
Modelling (GMM) [22] which is applied in an unsupervised manner [23]. Through an extensive 
evaluation, we have demonstrated that the developed methodology achieves trustworthy detection 
results and introduces much less spot artifacts. In addition, a comparison with the popular 
commercial software package PDQuest was conducted and shown that the developed methodology 
is more precise and more specific than PDQuest, while both methods achieve high sensitivity. 
Furthermore, it has been shown that it leads to more accurate spot quantification than PDQuest. 
Finally, the developed methodology can be fully automated and thus it is labor and error free from 
the user’s perspective, which is very important for high throughput proteomics projects. 
 
2 Image Analysis 
  
2.1 Image Denoising 

The denoising methods commonly used so far, have the tendency to deform the protein 
spots on the gel to the extent that they create extraneous spots i.e. artifacts. This is a serious 
problem since insufficient or improper denoising affects the whole image processing pipeline from 
its early stages. So, it impacts negatively all the subsequent processes, such as spot detection, spot 
quantification, as well as spot matching across gels. In order to surpass those problems, a novel 
method for denoising 2DGE images has been developed, based on the Contourlet Transform [12]. 
The Contourlet Tranform (CT) is a multiresolution, flexible, directional image decomposition method 
based on contour segments. The main difference between the CT and the WT is that the CT allows 
for a different number of directions at each scale (can be any power of 2). So, CT can represent more 
efficiently smooth spot contours in a 2DGE image.  

The denoising by multiresolution transforms involves the aforementioned analysis of signal 
followed by a coefficient thresholding method (also called shrinkage). For the developed CT-based 



 

2DGE denoising methodology, two of the best performing shrinkage methods reported in the WT 
literature were adopted, namely the BayesThres [24] and Bivariate [25] methods. 

As it is demonstrated the Contourlet Transform has properties that match well the 
characteristics of 2DGE images, and after a thorough evaluation with both synthetic and real gel 
images in terms of the achieved Signal to Noise Ratio (SNR), the distortions introduced and mainly 
via the benefits it offers to subsequent image analysis steps: 

1) Protein spot detection - where by using the developed denoising methodology we avoid 
introducing a large number of artifacts and detect more faint spots. 

2) Protein spot quantification - the estimated spot quantities are more close to the known 
ground truth and with less variance than when using wavelet-based denoising. 
In conclusion, the developed denoising methodology is more effective than the currently used 

spatial filtering methods implemented by commercial software packages and also more effective 
than the more recently introduced Wavelet-based denoising methods. 

Next we present the results of the developed method and compare them with the currently 
state-of-art method (wavelet denoising). We used PDQuest (version 8.0.1) to evaluate the different 
denoising approaches in terms of spot detection achieved after denoising using real images. We 
evaluated each method in terms of the TPs, FPs (artifacts) and false negatives (FNs) or missed spots. 
The results are summarized in Figure 1. We notice that regardless of the image used, the CT based 
denoising approaches result to a considerably smaller percentage of introduced extraneous spots 
(FPs), ranging from 4% to 8%, compared to the  WT based denoising methods where the 
corresponding range was from almost 6% to 15%. The missed spots (FN) were also less when using 
the CT in all cases except for the CT-Bivariate and GelA case where they approached 4%. Overall, CT-
Bayes denoising outperformed all other methods in terms of TPs, FNs and FPs and for both real 
images used (see Figure 1(c)). 

 
2.2 Active Contours based method for extracting foreground Regions of Interest (ROIs) 

Segmentation of 2DGE images requires partitioning them into areas of foreground (include 
protein spots) and background (no protein spots). We developed a new method based on Active 
Contours [26] that separates effectively those two areas in a way that: (i) reduces the number of 
missed faint spots, (ii) finds correct and tight borders for areas with spots, (iii) avoids over-
segmentation. 

Active contours (ACs) are a very powerful tool for image segmentation and object tracking. 
The key idea is the evolution of a curve, or curves, also called “snakes”, subject to constraints from 
the input image. Due to the properties of the specific application evolving curves should allow 
automatic topological changes of the curve. An AC approach that holds this property was introduced 
in [27] where the curve is modelled as a specific level set function of time in a higher dimensional 
surface. For more details on the developed methodology reader is referenced to [19]. 

Next we present some results of the developed methodology while for more details the 
reader is referenced to [19]. The results have also been compared to the ones obtained with 
PDQuest. The denotation followed is: spots that AC missed but were found by PDQuest (PDQ/nAC) 
partitioned into two subsets; existing spots that our AC base method missed (false negatives, FN) 
and extraneous spots (true negatives, TN = PDQuest artefacts) that AC correctly ignored. For those 
spots that AC detect but PDQuest missed (denoted as nPDQ/AC) we also consider two subsets. The 
ones that AC correctly found because they do exist (true positives, TP2), and those that AC found but 
do not exist (false positive, FP = AC artefacts). The results obtained are summarized in Tables 1 and 
2. Knowing that PDQuest is performs very well in segmentation we can conclude that our approach 
correctly reports the foreground regions in a wide collection of different of 2DGE images. We also 
see that we succeed in avoiding some PDQuest detected artefacts (TN) but also fail to detect very 
few spots that should have been detected (FN). On the other hand, we detect areas that contain 
spots missed by PDQuest (TP2), but also introduce some artefacts (FP). In Table 1 we can see that the 
ratio of spots missed by our approach compared to PDQuest is pretty small (<3%, except for the Rj1 



 

image) which also indicates that the proposed method results are highly reliable. In addition, as we 
can see from Table 2, that the proposed approach achieves sensitivity over ~91% for all images and a 
confidence above ~96%. These results indicate that ACs can be very effective in confining protein 
spots into tightly bounded spot areas. Accurate and correct spot areas segmentation is a 
prerequisite for spot detection and quantification. We have shown that the proposed AC based 
segmentation achieves comparable results with a mature tool for 2DGE image analysis (PDQuest) 
but with much less user intervention. 
 

 
Figure 1 Spot detection results using the real images from [27] a) GelA and b) GelB respectively, c) 
the corresponding True Positive Fraction (TPF), False Positives (FPs) and False Negatives (FNs). 
 

Image PDQ PDQ/AC % PDQ/AC PDQ/nAC % PDQ/nAC nPDQ/AC %nPDQ/AC 

1a 1112 1090 98,02% 22 1,98% 13 1,19% 

2a 1315 1283 97,57% 32 2,43% 7 0,55% 

MP1 262 256 97,71% 6 2,29% 13 5,08% 

MP2 265 242 91,32% 23 8,68% 11 4,55% 

MP3 227 223 98,24% 4 1,76% 24 10,76% 

Rj1 146 123 84,25% 23 15,75% 4 3,25% 

RGA 948 919 96,94% 29 3,06% 9 0,98% 

RGB 1040 1018 97,88% 19 1,83% 40 3,93% 

Table 1 Evaluation results. PDQuest spots in AC extracted foreground regions were all real spots 
(PDQ/AC = TP1). We also report spots detected by PDQuest and not included in our foreground areas 
(PDQ/nAC = (TN+FN)) and spots in our foreground areas not detected by PDQuest (nPDQ/AC = 
(TP2+FP)). 

Image PDQ AC/PDQ 
(TP1) 

PDQ/nAC nPDQ/AC 
S C 

FN TN FP TP2 

1a 1112 1090 5 17 5 8 99,55% 99,55% 

2a 1315 1283 9 23 5 2 99,30% 99,61% 

MP1 262 256 2 4 10 3 99,23% 96,28% 

MP2 265 242 14 9 4 7 94,68% 98,42% 

MP3 227 223 1 3 6 18 99,59% 97,57% 

Rj1 146 123 11 12 1 3 91,97% 99,21% 

RGA 948 919 20 9 6 3 97,88% 99,35% 

RGB 1040 1018 12 7 13 27 98,86% 98,77% 

Table 2 Evaluation results. Sensitivity is above 91% and Confidence above 96% for all images. 
 



 

2.3 Protein Spot Detection & Quantification 
Previously developed methods for protein spot detection suffer from various disadvantages, 

such us sensitivity to noise and artifacts, spot border distortions, over-segmentation and poor 
performance in areas with overlapping spots [4]. Furthermore, they require careful post-processing 
and a lot of manual effort, to finally produce reliable detection results [16]. To address these 
limitations, a novel approach for 2DGE automatic spot detection and quantification has been 
developed. Here, the informative ROI pixels are treated as sample data generators and Gaussian 
Mixture Modeling (GMM) is applied in an unsupervised manner [29,30], i.e. no pre-training is 
required and the whole process can be fully automated. 
 
2.3.1. Local Background and Streaks removal 

Although the ROI extraction step results in areas that include the vast majority of the protein 
spots present in a gel image, they may also include some local image background pixels and/or 
streak segments. In order to eliminate those pixels that may confuse spot modeling downstream 
from further processing, we classify the object pixels into 3 possible classes: class-1 represents the 
“strong” and/or saturated spot pixels, class-2 the “faint” spot pixels and tails of “strong” spots, and 
finally class-3 correspond to the pixels of the local background and/or streaks. The classification is 
performed on the histogram of pixel intensities using 1-dimmensional Gaussian mixture modeling 
and a modified Expectation-Maximization (EM) algorithm [30]. The Minimum Message Length 
(MML) criterion (proposed in [30] for model selection) is applied to determine the optimal number 
of components in the mixture model that best fits the histogram data. 

In summary, the use of the modified EM fits 3 pixel classes to the histogram while the MML 
criterion tests this fit and discards any class that is not essential for the histogram’s interpretation. 
So, if the histogram is well explained by 3 classes we can then threshold out the class-1 pixels that 
correspond to the background and/or streaks (light gray in Figure 3 (3)), else (if we end up with less 
than 3 classes) we keep the object intact. As one can notice, the developed method is performing 
local background and streak removal task only in areas and to the extent that it is really needed. 

 
2.3.2 Initial Spot centers Estimation 

At the next step we estimate the number of protein spots existing inside each ROI. To do so, 
a 5x5 (pixels) spatial filter is employed that finds the local minima (zero intensity corresponds to 
black pixels, maximum intensity to white) in the image (see green asterisks in Figure 3 (5)). Due to 
the pixel intensity saturation effect, it is possible that the filter identifies several closely located local 
minima. These are actually replicates of the same candidate spot centre and need to be grouped 
appropriately so as we do not end up with a very large and misleading number of candidate spot 
centers per object. This is accomplished by applying agglomerative Hierarchical Clustering (HC) [30] 
of the minima points using the Manhattan distance, the single linkage method for merging formed 
clusters. The extracted candidate spot centers are depicted by red circles in Figure 3(5). 

 
2.3.3 2D Spot Modeling 

The next and most distinguishing characteristic of our pipeline is the idea of using the pixel 
intensities as data generators. The total number of data points N generated by random sampling for 
each ROI is kept proportional to the number of estimated candidate spot centres, and not to the 
area of the ROI. The N points to be drawn are distributed among the pixels of the object according to 
their relative intensities (a “stronger” pixel “throws” more points in its neighbourhood). This is in 
accordance to the view that pixel intensity ideally represents the quantity of protein molecules 
concentrated at that particular gel location. Specifically, each pixel i with intensity Ii acts as the 
centre μ=(xi,yi) of a 2D Gaussian component N(μ,Σ) in a Gaussian Mixture Model [28] having as many 
components as the number of pixels and a predetermined fixed covariance matrix Σ. 

As we can notice from Figure 3 (6) (light grey data points) the generated set of data points 
may include points that are far from all candidate spot centres. These outlier points (due to 



 

remaining background pixels) can be identified since they have low likelihood for all components of 
the mixture (no component “feels strongly” about them) and are removed at this stage since they 
may adversely affect the subsequent step of spot detection and quantification. 

The last step in the pipeline is the application of Gaussian Mixtures Models (GMM) [28] in 2-
dimensions (see figure 3(7) & 3(8).  
 
2.3.3 Results & Discussion 
 
2.3.3.1 Spot detection & Quantification evaluation 

 
In this Section the results of the developed methodology are presented. Figure 4 presents a 

summary of the results. It can be noticed that the developed method achieves a high TPF (over 91% 
for all images) and a high PPV (over 79% for all images), meaning that it is both sensitive and precise. 
This conclusion is also supported by the fact that the images exhibit very different characteristics.  

This is because these images exhibit a larger dynamic range difference between spots and 
background. So, Active Contours based segmentation performs better at complex areas leaving out 
of the ROIs only a small portion of faint spots, unlike PDQuest which in order to achieve high 
detection efficiency needs a larger sensitivity parameter value which leads to a very large number of 
extraneous artefacts (greater than 300 artefacts). 
 Quantification of protein spots is also a very crucial step in 2-DE image analysis. Its accuracy 
and reliability greatly affects the subsequent differential spot expression analysis. Figure 5(a) 
presents the results obtained for the noise free synthetic image for which the ground truth (spot 
volumes) is known. This is a scatter plot of estimated vs. ideal spot volumes, as produced by 
PDQuest (data points denoted by circles) and the developed method (data points denoted with an 
x). The ideal regression line would be the diagonal line y=αx with α=1. As it can be seen in Figure 
5(a), the regression lines for each method (dotted line for PDQuest and solid line for developed 
method) deviate from the ideal. In the case of PDQuest, where α=1.906, it is clear that there is an 
overestimation of the true spot volumes, which according to the table in Figure 5(b) (first column) 
has the mean value of 23.6 units. On the other hand, the developed method has α=0.8655 i.e. it 
underestimates the true volume with a mean error of -4.6 units. Someone could argue that since the 
bias introduced by each method affects all the spots in a gel image it is of no great concern to 
differential expression analysis. However, regardless of the type of bias inserted by each method, 
the most important result is the error’s standard deviation (see Figure 5 (a) and (b)). As we can see, 
the developed methodology exhibits a low standard deviation of 0.42 while the STD of PDQuest 
estimated spot volumes for the same image is more than ten times higher (6.38). The corresponding 
Root Mean Square Error (RMSE) is 4.77 and 30.03 respectively. The much lower STD and RMSE 
values of quantification error suggest that when using the developed methodology the variance of 
the produced quantity estimates across spots with similar characteristic is much smaller. So, the 
developed approach is highly consistent, in the sense that a gradual decrease in spot maximal 
intensity (which also reflects in the spot’s area in this image) leads to a corresponding gradual 
decrease in volume estimates (see Figure 5(a)). This characteristic is what is the most important in 
practice for a reliable differential analysis based on spot volumes, irrespectively of any bias 
introduced by the method. Finally, at Figure 5(e) someone can see how noise addition and 
subsequent denoising affects spot detection performance for each method. It is clear that the 
developed method exhibits robustness to noise in detecting faint spots and avoiding introducing 
artefacts. As someone can notice, the developed methodology exhibits a high degree of robustness 
in detecting faint spots. Furthermore, it avoids introducing artifacts. It should also be mentioned that 
the developed method does not need any user intervention while PDQuest requires careful selection 
of its detection parameters every time the image is changing. 



 

 
Figure 3: Overview of the developed spot detection method. Panels: (1) Extraction of areas 
containing protein spots using Active Contour based first level Segmentation, (2) Extracted image 
object, (3) Histogram based classification using 1-Dimensional mixture modelling (upper image 
shows the histogram of the object intensities, red line indicates the joint mixture density consisting 
of the individual densities represented with solid lines (1-D Gaussians); bottom image presents the 
resulting classified regions where the light gray area indicate the third class (local background) to be 
eliminated), (4) Resulting object after the histogram classification, (5) Centre estimation (green 
asterisks) and merging (red circles) of the neighbouring replicate centres with hierarchical clustering 
(dotted line at the dendrogram on the right), (6) Data generation and manipulation, (7) 
Unsupervised 2-Dimensional mixture modelling and final estimate, (8) Final detection result on the 
image object.  
 
3  Conclusions 
 
The goals of this dissertation have been the development of novel methods for 2DGE image analysis 
and especially for spot denoising, detection and quantification in order to improve the accuracy and 
efficiency of existing methods. Image analysis is still a bottleneck in expression proteomics 
workflows. Nowadays, there are several commercial software packages available such as PDQuest, 
ImageMaster, Progenesis etc, that promise to be accurate and efficient but this is far from being a 
reality [16]. In order to surpass current limitations we developed an end-to-end image processing 
pipeline which addresses effectively the current bottlenecks of the available 2DGE image analysis 
methods. We proved its robustness and efficiency using real and synthetic datasets while also 
evaluated its performance by means of what matters most for the proteomics scientists more than 
for engineering scientists. Finally, the developed methodology can be fully automated and free the 
user from the time consuming tasks of parameter fine tuning and spot editing. 



 

 
Figure 4 a) Comparison of results for the image RamanA using the developed method and the 
PDQuest software package in terms of True Positives (TPs), False Negatives (FNs) and False Positives 
(FPs); b) for image RamanB; c) for image DP03041; d) for image DP03031. 
 
 

 
 

Figure 5: Comparative evaluation of the developed method to PDQuest for spot quantification 
performance. a) Estimated vs. ideal spot quantities using the synthetic image Quant. b) The table 
provides the quantity error means and standard deviations in the case of noise free image along 
with the corresponding root mean square error (RMSE) for all noise cases. c) Image patches with 
detected spots from the noise-free image (the top two spot rows correspond to results of the 
developed method, while the bottom two spot rows to PDQuest results). d) Image patches with 
detected spots from the noise corrupted image with σ=10 (top two spot rows correspond to results 
of our method while the bottom two spot rows to PDQuest results). e) Spot detection performance 
(missed spots) of each method after denoising, for high and very high noise levels. 
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