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PREFACE

This volume contains the extended abstracts of the Doctoral
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Telecommunications, National and Kapodistrian University of Athens and
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original research performed by our Ph.D. students and to facilitate the
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to come. The submission of an extended abstract in English is required by all
graduating Ph.D. students of the Department.

We would like to thank our Ph.D. graduates who contributed to this
volume and hope that this has been a positive experience for them. Finally,
we would like to thank PhD candidate Nikos Bogdos for his help in putting
together this publication. The painting in the cover is called “Pathways” by
artist Aiovoon¢ KaumroAng.
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Robust Adaptive Machine Learning
Algorithms for Distributed Signal Processing

Symeon Chouvardas®
Department of Informatics and Telecommunications
National and Kapodistrian University of Athens
15784, Ilissia, Athens, Greece

Abstract

Distributed networks comprising a large number of nodes, e.g.,
Wireless Sensor Networks, Personal Computers (PC’s), laptops, smart
phones, etc., which cooperate with each other in order to reach to a
common goal, constitute a promising technology for several applica-
tions. Typical examples include: distributed environmental monitor-
ing, acoustic source localization, power spectrum estimation, etc. So-
phisticated cooperation mechanisms can significantly benefit the learn-
ing process, through which the nodes achieve their common objective.

In this dissertation, the problem of adaptive learning in distributed
networks is studied, focusing on the task of distributed estimation. A
set of nodes sense information related to certain parameters and the
estimation of these parameters comprises the goal. Towards this direc-
tion, nodes exploit locally sensed measurements as well as information
springing from interactions with other nodes of the network. Through-
out this dissertation, the cooperation among the nodes follows the dif-
fusion optimization rationale and the developed algorithms belong to
the APSM algorithmic family.

First, robust APSM—based techniques are proposed. The goal is
to “harmonize” the spatial information, received from the neighbor-
hood, with the locally sensed one. This “harmonization” is achieved
by projecting the information of the neighborhood onto a convex set,
constructed via the locally sensed measurements. Next, the scenario,

Advisors: S. Theodoridis, Professor, S. Perantonis, Senior Researcher, NCSR
“Demokritos”, N. Kalouptsidis Professor.
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in which a subset of the node set is malfunctioning and produces mea-
surements heavily corrupted with noise, is considered. This problem
is attacked by employing the Huber cost function, which is resilient to
the presence of outliers. In the sequel, we study the issue of sparsity—
aware adaptive distributed learning. The nodes of the network seek
for an unknown sparse vector, which consists of a small number of
non-zero coefficients. Weighted ¢;—norm constraints are embedded,
together with sparsity—promoting variable metric projections. Finally,
we propose algorithms, which lead to a reduction of the communica-
tion demands, by forcing the estimates to lie within lower dimensional
Krylov subspaces. The derived schemes serve a good trade-off between
complexity /bandwidth demands and achieved performance.

Subject Area: Adaptive Learning, Distributed Signal Process-
ing.
Keywords: Diffusion, Projections, APSM, hyperslabs.

1 Introduction

Distributed networks comprising a number of connected nodes, e.g., Personal
Computers (PC’s), laptops, smart phones, surveillance cameras and micro-
phones, wireless sensor networks etc., which exchange information in order
to reach a common goal, are envisioned to play a central role in many ap-
plications. Typical examples of emergent applications involving distributed
networks are: distributed environmental monitoring, acoustic source localiza-
tion, power spectrum estimation, target tracking, surveillance, traffic control,
patient monitoring and hospital surveillance, just to name a few [1,3,6,7,11].
All the previously mentioned applications share in common the fact that the
nodes are deployed over a geographic region providing spatial diversity to
the obtained measurements. Henceforth, the development of algorithms and
node cooperation mechanisms, which exploit the information diversity over
time and space, so that a common objective to be reached, becomes essential.

In this dissertation, the problem of distributed processing is studied with
a focus on the distributed /decentralized estimation task. A number of nodes,
which are spread over a geographic region, sense information related to cer-
tain parameters; the estimation of these parameters comprises our goal. The
main idea behind distributed processing is that the nodes exchange informa-
tion among them and make decisions/computations in a collaborative way
instead of working individually, using solely the information that is locally
sensed. It is by now well established, that the cooperation among the nodes
leads to better results compared to the case where they act as individual
learners, see for example [5,10,13]. The need to develop node cooperation
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mechanisms is increased due to the presence of noise in the majority of ap-
plications. More specifically, the measurements observed at each node are
corrupted by noise, and this fact adds further uncertainty on the obtained es-
timates of the unknown target parameters. This uncertainty can be reduced
via the cooperation of the nodes.

In decentralized networks, the following issues have to be taken into con-
sideration:

e Performance: A performance close to the optimal, that is the one asso-
ciated with the centralized networks, which use all the available data,
has to be achieved. In other words, despite the fact that direct commu-
nication among some of the nodes cannot be established, sophisticated
cooperation mechanisms have to be developed, in order to “push” the
performance to be as close as possible to the ideal scenario.

e Robustness to possible failures: As it has been already stated, a major
drawback of the centralized topology is that if the FC fails then the
network collapses. Decentralized networks have to be constructed so
as to be robust against possible node failures.

e Bandwidth and complexity constraints: The amount of transmitted in-
formation has to be as small as possible, in order to keep the bandwidth
low. Furthermore, since in decentralized networks a central processing
unit with powerful computational capabilities is not present and usu-
ally cheap processing units comprise the nodes, low-complexity schemes
have to be developed.

o Adaptivity: In many applications, such as, source localization, spec-
trum sensing, etc, the nodes of the network are tasked to estimate non—
stationary parameters, i.e., parameters which vary with time. Batch
estimation algorithms, which use all the available training data simulta-
neously, cannot attack such problems. To this end, adaptive techniques
have to be developed, where the data are observed sequentially, one per
(discrete) time instance and operate in an online fashion for updating
and improving the estimates.

The main objective of this dissertation is to develop algorithms in the
context of adaptive estimation in distributed networks. The diffusion op-
timization rationale is adopted and the proposed algorithms belong to the
Adaptive Projected Subgradient Method (APSM) algorithmic family.
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2 Adaptive Robust Algorithms for Distributed
Learning

As a first step, distributed algorithms, which follow the diffusion rationale
and belong to the family of the Adaptive Projected Subgradient Method, are
developed. The proposed algorithms adopt a novel combine—project—adapt
cooperation protocol. The intermediate extra projection step of this pro-
tocol “harmonizes” the local information, which comprises the input/output
measurements, with the information coming from the neighborhood, i.e., the
estimates obtained from the neighboring nodes. This is achieved by project-
ing the vector, occurring by combining the estimates of the neighbourhood,
to a convex set, namely a hyperslab, which is constructed by exploiting lo-
cally sensed information. The steps of the algorithm can be summarised as
follows:

1. Combination Step: The estimates from the nodes that belong to the
neighbourhood are received and convexly combined with respect to the
combination weights.

2. Projection Step: The resulting aggregate is first projected onto a
properly constructed hyperslab.

3. Adaptation Step: The adaptation step is performed.

The following model is adopted. A network of N nodes is considered and
each node, k, at time n, has access to the measurements dj, , € R, u;,, € R™
generated by the linear system:

dk,n = wfuk,n + Vk,n, (1)

where vy, is an additive noise process of zero mean and variance 7. The
goal is the estimation of the m x 1 vector w,.

As we have already mentioned, an APSM-based scheme, which employs
projections onto hyperslabs, is developed. The scheme is brought in a dis-
tributed fashion by following the diffusion rationale. Moreover, here an extra
step is added, that follows the combination stage and precedes the adapta-
tion one. More specifically, the result of the combination step is projected
onto the hyperslab .S} ., which is defined as

e = {w €R™ 1 [dpy — whug,| < 6},

where €, > ¢, and € is the user defined parameter associated with the
hyperslabs, that will be used in the adaptation step at node k, i.e.,

S]g,n = {’U) ceR™: ‘dk,n — wTuk7n| < Gk}.

10
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The algorithm comprises the following steps:

1. Combination Step: The estimates from the nodes that belong to N,
are received and convexly combined with respect to the combination
weights ay, ;.

2. Projection Step: The resulting aggregate is first projected onto the
hyperslab Sy, "

3. Adaptation Step: The adaptation step is performed.

¢k,n = Z &k,lwl,rm (2)

ZGNk
Zem = Ps; (1) (3)
Wknt1 = 2k T Hkn (Z wi,j Psy ; (Zikn) — zk,n) ) (4)
JE€Tn

where Ps, and Pg,  are the projection operators onto the respective hyper-

slabs, > .7 wr; =1 and J,, := max{0,n — ¢ + 1},n. As it was experimen-
tally verified, the proposed scheme exhibits an enhanced performance, both
in terms of convergence speed as well as steady state error floor, compared
to other state of the art algorithms, of similar complexity. Finally, it was
proved that the algorithm enjoys a number of nice convergence properties
such as monotonicity, strong convergence to a point and consensus.

3 Introducing Robustness to Cope with a Fail-
ure of Nodes

Consider a scenario, in which some of the nodes are damaged and the asso-
ciated observations are very noisy. More specifically, it is assumed that that
the noise is additive and white, albeit the standard deviation of the “dam-
aged” nodes becomes larger, compared to the one of the “healthy” nodes.
In such cases, the use of loss functions, suggested in the framework of ro-
bust statistics, are more appropriate to cope with outliers. A popular cost
function of this family is the Huber cost function, e.g., [8,12].

In the current study we employ a slightly modified version of the Huber
cost function, compared to the classical one. The difference is that in our

!The projection of a point onto a hyperslab is provided in Chapter 3.

1"
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context a 0—th level set is introduced, i.e., a set of points in which the function
scores a zero loss. Our goal is to find points, which lie in the previously
mentioned 0-th level set. The geometry of the Huber function is illustrated
in Fig. In contrast to the hyperslab case, the projection onto the 0-th level
set of the Huber cost function, does not admit a closed form. For this reason,
projections onto the halfspace, associated to the subgradient of the Huber
loss function, take place. We can also include the extra projection step,
described in the previous section, by introducing a modified version of the
Huber cost function and following a similar rationale as in the hyperslab
case. However, instead of projecting the result of the combination step onto
an external hyberslab, we project it onto a halfspace that is generated by
a properly modified cost function. The proposed algorithm comprises the
following steps:

Prn = Z Uk | Wi, (5)

lENk
Zkn = PHllc_n (¢k,n) ) (6)
W1 = Zkn + Hien (Z Wi Prr; (Zhn) = zk‘,n) : (7)
J€Tn

where PH,; stands for the projection onto the halfspace associated to the Hu-
»J
ber loss function and P,/ is the previously described extra projection step.
-

Under some mild assump%ions, the developed algorithm enjoys monotonic-
ity, asymptotic optimality, asymptotic consensus and strong convergence to
a point that lies in the consensus subspace. Finally, numerical examples ver-
ified that the proposed scheme has an enhanced performance, compared to
the other methodologies, in a network with malfunctioning nodes.

4 Sparsity—Aware Adaptive Distributed Learn-
ing

As a next step, an APSM-based sparsity—promoting adaptive algorithm for
distributed learning in ad—hoc networks is developed. At each time instance
and at each node of the network, a hyperslab is constructed based on the re-
ceived measurements; this defines the region in which the solution is searched
for. Sparsity encouraging variable metric projections onto these sets have
been adopted. In addition, sparsity is also imposed by employing variable
metric projections onto weighted ¢; balls. A combine adapt cooperation
strategy is followed.

12
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Let us introduce, here, the sparsity promoting variable metric projection,
onto the respective hyperslabs, with respect to the matrix G,,, defined as [14]:

Vw € R™, Péf”)(w) =w+ 3,G, u,, (8)

where

if d, — ulw < —¢,

Bn =10, if |d, — ulw| <e,
d, —ulw—¢
S if d, —ulw >

| Tl

and HunHQG;1 denotes the weighted norm, with definition ||'u,n]|2G;1 =ul'G 1u,
(see Appendix C). Note that if G,, = I,,,, then (8) is the Euclidean projection
onto a hyperslab. The positive definite diagonal matrix G, ! is constructed
following similar philosophy as in [2,15]. The i-th coefficient of its diagonal

_ (n)
equals to g[r} = 1’7“ + @llzin L where @ € [0,1) is a parameter, that deter-

mines the extend to which tLle sparsity level of the unknown vector will be
taken into consideration, and w§”> denotes the i-th component of w,. In
order to grasp the reasoning of the variable metric projections, consider the
ideal situation, in which G! is generated by the unknown vector w,. It is
easy to verify that g; ! > g;,}l,ifz' € supp(w,), and i ¢ supp(w.), where

,n
supp(-) stands for the support set of a vector, i.e., the set of the non—zero
coefficients. Hence, employing the variable metric projection, the amplitude
of each coefficient of the vector used to construct G,,* determines the weight
that will be assigned to the corresponding coefficient of the second term of
the right hand side in (8). That is, components with smaller magnitude
are multiplied with small coefficients of G '. Loosely speaking, the variable
metric projections accelerate the convergence speed when tracking a sparse
vector, since by assigning different weights pushes the coefficients of the esti-
mates with small amplitude to diminish faster. The geometric implication of
it is that the projection is made to “lean” towards the direction of the more
significant components of the currently available estimate.

In the algorithm which is presented here, we go one step further, as
far as sparsity is concerned. In a second stage, additional sparsity-related
constraints, which are built around the weighted ¢; ball, are employed, [4].
A sparsity promoting adaptive scheme, based on set-theoretic estimation
arguments, in which the constraints are weighted ¢; balls, was presented
in [9]. Given a vector of weights ¥, = [b\™, ... AT, where " >
0,Vi=1,...,m, and a positive radius, ¢, the weighted ¢; ball is defined as:
By [thn, 8] := {w € R™ : -7 ™ |w;| < 6}. The projection onto By, 4, 6],

13
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Wo

Figure 1: Illustration of a weighted ¢; ball (solid line magenta) and an un-
weighted ¢; ball (dashed line blue).

is given in [9, Theorem 1], and the geometry of these sets is illustrated in
Fig. 1.
The steps of the algorithm are summarized in the sequel:

Wi nt+1 = Péel [¢hn,6] <¢k n+ Hicn (Z wk,] Sk (¢k n) ¢k,n>) ) (9)

JjeT

The theoretical properties of the algorithm are studied and it is shown
that under some mild assumptions, the scheme enjoys monotonicity, asymp-
totic optimality and strong convergence to a point that lies in the consensus
subspace. Finally, numerical examples verify the enhanced performance ob-
tained by the proposed scheme compared to other algorithms, which have
been developed in the context of sparsity—aware adaptive learning.

5 Dimensionality Reduction in Distributed Adap-
tive Learning via Krylov Subspaces

In this section, the problem of dimensionality reduction in adaptive dis-
tributed learning is studied. As in the previous sections, the algorithm, to
be presented here, is based on the APSM algorithmic family. At each time
instant and at each node of the network, a hyperslab is constructed based on
the received measurements and this defines the region in which the solution
is searched for. Moreover, in order to reduce the number of transmitted co-
efficients, which is dictated by the dimension of the unknown vector, we seek

14
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R™

(a) (b)

Figure 2: (a) Geometrical illustration of the algorithm for ¢ = 1. The aggre-
gate ¢y, which belongs in the subspace, is projected onto the intersection
of the subspace and the hyperslab, generated by the measurement data. (b)
The algorithmic scheme in the reduced dimension space, i.e., RP.

for possible solutions in a subspace of lower dimensionality; the technique
will be developed around the Krylov subspace rationale. Our goal is to find
a point that belongs to the intersection of this infinite number of hyperslabs
and the respective Krylov subspaces. This is achieved via a sequence of pro-
jections onto the property sets as well as the Krylov subspaces. The proposed
schemes are brought in a decentralized form by adopting the combine-adapt
cooperation strategy among the nodes.
The steps of the algorithm can be encoded in the following formula:

Wi 1 = P + ik <Z Wk,jPSk’j(qSk,n) - J’kn> ) (10)

JjeT

where the vectors tildewy, 1, (Z)k,nﬂ belong to the reduced dimension space
and the reduced dimension hyperslab is given by: S'kn ={w e R” : |dy,, —
uZnTnﬁJ! < €, } where T;, is a matrix, the columns of which, span the Krylov
subspace. The geometrical interpretation of the algorithm is illustrated in
Fig. 2

As in the previously derived schemes, the theoretical properties of the
algorithm are studied and it is shown that the scheme enjoys monotonic-
ity, asymptotic optimality and strong convergence to a point that lies in
the intersection of the consensus subspace with the Krylov Subspace. Fi-
nally, numerical examples verify that the proposed scheme provides a good

15
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trade-off between the number of transmitted coefficients and the respective
performance.

6
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Research in parametric optical amplification and
injection locking focused on high bit rate optical
communication systems applications

Markos Alexandros Fragkos*

National and Kapodistrian University of Athens
Department of Informatics and Telecommunications
alx_f@di.uoa.gr

Abstract. In this dissertation, the properties of the all-optical processes of
phase sensitive parametric amplification and injection locking, are thoroughly
investigated, through numerical simulations and experiments, in order to design
integrated optical devices that can improve the performance of coherenct
optical communications. Exploiting the phase noise suppression that the phase
sensitive parametric amplifier can provide, a novel 40 Gb/s RZ-DPSK
regenerator based on the single pump topology is proposed, which adops a
realistic solution for the all-optical generation of an idler wave identical to the
signal, dealing with the unresolved problem of the practical implementation of
the specific devices. Taking into consideration the amplitude noise suppression
and the phase replication properties of the injection locked semiconductor laser,
we propose the use of the specific device as an alternative solution for (D)PSK
and (D)QPSK signal regeneration. From the above properties, the injection
locked semiconductor laser is also proposed as an additional unit in a
DPSK/ASK receiver in order to provide better discrimination of the two
different data streams and improve the performance of the specific modulation
format.

Keywords:  Parametric  amplification, injection locking, coherent
communication systems, all-optical regeneration, orthogonal modulation
formats.

1 Dissertation Summary

Coherent optical communication systems that rely on phase modulation formats
such as differential phase-shift keying (DPSK), quadrature phase-shift keying (QPSK)
etc., currently emerge as an alternative to on—off keying (OOK) for long-haul
transmission. The superiority of the coherent systems is based on three fundamental
advantages: The first one originates from the balanced detection of the phase
modulated signals which offers a 3-dB improvement in receiver sensitivity over direct
detection of OOK. The second one is their enhanced tolerance to fiber nonlinearities
and basically to interchannel cross-phase modulation (XPM). And the third one is the
plethora of the advanced multi-level phase modulation formats providing enhanced
bandwidth efficiency. Nonetheless, nonlinear phase noise is the major limitation for

*Dissertation Advisor: Dimitrios Syvridis, Professor
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the performance of these systems requiring the periodic regeneration of the signal for
long-haul transmissions. The potential for commercial deployment of phase
modulation formats has triggered worldwide the research activity on the optical
manipulation of signals modulated in phase.

The all-optical regeneration of phase modulated signals is catried out by periodic
suppression of the amplitude noise, which limits the build up of the non-linear phase
noise, or by direct phase noise suppression.

In this dissertation we thoroughly investigate the processes of phase sensitive
parametric amplification, which offers direct phase noise suppression, and injection
locking, which offers amplitude noise suppression and phase replication of the
injected signal.

In the paragraphs below we present the regenerator architectures that have been
emerged from the current investigation and provide performance improvement of
coherent optical communication systems.

2 Phase sensitive amplification

The FWM is a non-linear process that takes place inside non-linear media such as
optical fibers or semiconductor devices (e.g. lasers, optical amplifiers) and depends
on the third order susceptability of the medium. In this process, two propagating
waves (w;, 0,), inside the medium, create a perturbation to the optical power
dependent refractive index which then modulates the phase of each wave with a
characteristic frequency that equals to the beating frequency of the two waves,
Wmea=W,-0;. As a result, each wave develops side-bands with spectral distance from
the central frequency equal to w,,,4, Which essentially leads to the generation of two
new waves (;=0-Woq, D=0+ 04)-

30 v v
0.6TE
20} =y
£ 0.3
o 10 $ 2
T ©
e Of | 0.0
© -
S o} a2
S.03n}
20} = s
0.0 0.5 1.0 1.5m 20w 0.0 057 10w 15w 20w
Input phase (rad) Input phase (rad)
(@) (b)

Fig. 1. Gain (a) and phase response (b) of a PSA as a function of the input signal’s phase.

If four waves with the above spectral distances are being launched at the input of
the non-linear medium, then depending on the total phase difference (A¢) between
the four waves, energy can be trasnferred from frequencies w, and w, to w; and w,, if
A¢=m/2 (parametric amplification), or vice versa, if Ap=-1/2 (parametric absorption).

The parametric amplifiers are based on two main topologies, single and dual pump,
depending on the number of strong waves that are used in order to amplify the weak

20



waves. The weak waves are called signal and idler. The presence or the absence of the
idler wave at the input of the parametric amplifier determines the phase sensitive or
phase insensitive gain of the amplifier, respectively.

Phase sensitive amplification exhibits a very interesting property. If the phase
characteristics of the idler and signal waves are identical, then the gain curve of the
amplifier as a function of signal’s phase presents periodicity equal to s, while the
phase response of the signal at the output of the amplifier is a step function with
periodicity and step both equal to ;. These properties make PSA the ideal device for
all-optical regeneration of phase modulated signals.

2.1 Regenerative performance of a single pump PSA

In order to evaluate the noise suppression characteristics of the PSA, we
investigate, through numerical analysis, its behavior to sinusoidal perturbations of the
intensity and phase of the input signal. Depending on the power of the input signal,
the PSA operates in two different regimes. For low input powers, PSA operates in
linear regime in which the amplifier exhibits strong phase noise suppression (= 18 dB)
and high phase noise to amplitude conversion (= 26 dB) . For higher input powers,
PSA operates in non-linear regime in which the phase noise suppression is degraded
(= 12 dB) but strong amplitude noise suppression (< 12 dB) is observed while the
phase noise to amplitude conversion is strongly suppressed (= 20 dB). The behavior
of the PSA in these two regimes is depicted in the diagrams of figure 2.
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Fig. 2. PSA response to sinusoidal perturbation

Subsequently, we investigate the regenerative capabilities of the single pump PSA
using RZ-DPSK signals. In order to evaluate its performance, we compare the quality
of the RZ-DPSK signal, which is quantified by the Q factor, at the output of three
different long-haul transmission links. The first link is a typical transmission link
without the use of any regeneration device, consisting of multiple spans of 80 km of
dispersion compensated transmission and amplification of the signal at the end of
each span. The second link is based on a popular topology which uses recurrent units
of saturated PIAs placed every 480 km along the transmission link. Finally, the third
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link uses a PSA as a regenerative unit which is placed in an intermediate point of the
transmission line.
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Fig. 3. Performance comparison between three different optical transmission links for a 40
Gb/s RZ-DPSK transmitted signal.

As can be seen in the figure above, the saturated (non-linear regime) PSA exhibits
remarkable regenerative performance due to its strong amplitude and phase noise
suppression, improving the quality of the signal up to 10 dB higher than the
unsaturated PSA and the multiple saturated PIAs.

2.2 RZ-DPSK regenerator based on single pump PSA

As we mentioned before, the idler wave at the input of the amplifier has to be
identical to the signal in order to ensure the regenerative capabilities of the PSA. This
constitutes the most significant obstacle for the implementation of this device and till
now no realistic solution has been proposed, at least for the topology of the single
pump PSA. In this dissertation we propose a novel architecture of a RZ-DPSK
regenerator based on single pump PSA, in which the all-optical generation of an
identical to the signal idler wave is achieved. The topology of the proposed
regenerator is depicted in the block diagram of figure 4 and consists of three main
units. The first unit undertakes the all-optical generation of two identical and phase
locked intensity modulated RZ waves at the wavelengths A, and A;, using a PTIA
implemented in a highly non-linear fiber (HNLF). The RZ pulses have the same
repetition rate as the received RZ-DPSK signal and A, is the same as the received
wavelength. The second unit is the most important unit of the regenerator as it
undertakes the all-optical and coherent transfer of the phase information of the
received signal to the phase of each one of the locally generated RZ waves. Firstly, a
delay interferometer (DI) transfers the DPSK information of the received signal to its
amplitude.
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Fig. 4. RZ-DPSK regenerator based on single pump PSA. DI: delay interferometer, OBPF:
optical band-pass filter, PCE: phase control element and PD: photodiode.

As a result, at the output of the DI we receive a RZ-OOK signal at the amplitude of
which is imprinted the phase information and the total noise (amplitude and phase
noise) of the received signal. The RZ-OOK signal is then converted into NRZ-OOK
using an all-optical technique that is based on cross-phase modulation (XPM), which
takes part in a second HNLF, and the final signal is transferred to the phase of A and
\; using the XPM process, which takes place in a third HNLF. The two identical RZ-
DPSK signals (A, A;) at the output of this unit are imported into the third unit in
which, through phase sensitive amplification, the regeneration of A, is achieved. The
quality of the regenerated RZ-DPSK signal for the two different PSA operating
regimes can be observed in the eye diagrams of figure 5.

I )

Fig. 5. 40 Gb/s RZ-DPSK signal before (a) and after regeneration for PSA operating in
linear (b) and non-linear (c) regime.

As it was expected from the analysis of the previous paragraph, the proposed
regenerator exhibits better performance when the PSA operates in the non-linear
regime improving the optical SNR of the received signal up to 28 dB.
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3 Injection locking

Injection locking refers to the frequency effects that can occur when a harmonic
oscillator (slave) is disturbed by a second oscillator (master) operating at a nearby
frequency. When the coupling is strong enough and the frequencies near enough, the
master oscillator can capture the slave oscillator, causing it to have essentially
identical frequency as the master. This process can occur in a variety of oscillators in
which the semiconductor lasers are included. In semiconductor lasers, the strength of
the coupling is proportional to the injection ratio, R, which is given by the ratio of the
injected power of master laser to the emitted power of the free running slave laser. As
injection ratio increases the locking range of slave laser broadens enabling it to follow
higher frequency perturbations of the injected signal. Through injection locking, slave
laser acquires a variety of characterics such as the ability of replicating the phase
information and suppress the amplitude noise of the injected signal, the enhancement
of its modulation frequency, the reduction of its relative intensity noise, the
suppression of its linewidth and the suppression of its side modes. Taking into
consideration the above capabilities of the injection locked laser we propose its use as
a cost effective, energy efficient and low complexity regenerator for phase modulated
signals.

3.1 Regenerative performance of a single mode semiconductor laser

Using the modified rate equations appeared in [??] we modeled the master-slave
system and investigated the phase replication and amplitude noise suppression
capabilities of a semiconductor single mode injection locked laser for different phase
modulation schemes and bit rates of the injected signal. The injection locked laser
exhibits remarkable regenerative performance demonstrating modulation scheme
transparency, supporting QPSK signals, high bit rate data replication, supporting up to
25 Gbaud/s, and strong amplitude noise suppression reaching up to 10 dB. In the
polar diagrams of figure 6 is depicted the quality improvement that the injection
locked laser can provide to a 25 Gb/s PSK and 50 Gb/s QPSK injected signal

degraded by amplified spontaneous emission (ASE) noise.
%0

270 270
(a) (b)

Fig. 6. Polar diagrams of PSK (a) and QPSK (b) regenerated signals of 25 Gbaud/s. Black
points correspond to master laser complex optical field and red points correspond to slave laser
complex field.
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To verify the performance of the proposed regenerator we realized the
experimental set up of figure 7 and investigated the behavior of slave laser for 10
Gb/s DPSK injected signal degraded by two different noise cases; ASE noise and
sinusoidal amplitude perturbations.

Communication
Analyzer

RF Analyzer

Fig. 7. Experimental set up of the injection locked laser regenerator. PM: phase modulator,
IM: intensity modulator, ATT: attenuator, PD: photodiode, PRBS: pheudorandom bit sequence
generator, RF: radio-frequency generator.

In figure 8 are depicted the regenerated signals for the two different noise cases
and in figure 9 are depicted the corresponding bit error rate (BER) measurements as a
function of the received power at the input of the third EDFA.

Fig. 8. Eye diagrams of 10 Gb/s DPSK signal before and after regeneration. Figures (a) and
(c) correspond to ASE degraded signal and (b) and (d) correspond to amplitude noise degraded
signal.
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Fig. 9. (a) BER measurement as a function of the receiver power for ASE degraded signal of
OSNR equal to 30 dB. (b) BER measurement as a function of the receiver power for a signal
degraded only by strong amplitude perturbation of 1 GHz.

Due to phase to amplitude noise conversion in the case of ASE degraded injected
signal, the power penalty that the regenerator provides is limited to 1.5 dB. On the
other hand, if the injected signal is degraded only by amplitude noise then the power
penalty increases to the remarkable value of 11 dB demonstrating error free data
recovery at the receiver.

3.2 Regenerative performance of a Fabry-Perot semiconductor laser

Using the same experimental set up as before (fig. 7), we replaced the single mode
semiconductor laser with a Fabry-Perot (FP) laser in order to evaluate its capability of
single mode emission, that injection locking can provide to it through side mode
suppression, and its regenerative performance. As can be seen in the figures below,
the injection locked FP laser demonstrates single mode operation in a bandwidth of
16.4 nm arround its central emission wavelength, with side mode suppression ratio
(SMSR) equal to 45 dB, for an injection ratio of -11 dB.
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Fig. 10. Single mode operation of the injection locked Fabry-Perot laser for three
representative emission modes.
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In figure 11, the eye diagrams of the degraded by amplitude noise input and the
regenerated output differentially phase shift keying (DPSK) signal are depicted for the
above three different wavelengths (1538.89 nm, 1549.09 nm and 1555.29 nm). The
figure shows clearly that FP laser is capable of suppressing the unwanted amplitude
noise within a wavelength band of 16.4 nm. Outside this region, FP laser is able to
lock but the injection level needed for single-mode operation is extremely high to
allow limiting amplification and noise suppression.

m..
T ———

(b)

.
LS

I 0

(e

Fig. 11. 10-Gb/s DPSK eye diagrams of the input signal degraded by ASE noise at 1538.89
nm (a), 1549.09 nm (c) and 1555.29 nm (e) and the corresponding regenerated output (b, d, f).

Figure 12 shows a series of BER measurements conducted for input OSNR equal
to 23 dB, which further prove the remarkable amplitude limitation properties of the
proposed injection locked laser amplifier. The amplitude noise level was adjusted
appropriately so as the input signal to exhibit constant BER for every wavelength
inside the investigated spectral range. The FP laser provides a reduction of 12 dB in
the required receiving power for the achievement of BER performance equal to 107,
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Fig. 12. BER performance as a function of the receiveing power for degraded master signal
(black trace) and the corresponding regenerated signal at the output of the slave at 1538.89 nm
(red trace), 1549.09 nm (green trace) and 1555.29 nm (blue trace).

3.3 Alternative application of injection locked semiconductor laser

Apart from its regenerative use, the injection locked laser can find a number of
alternative applications providing quality improvement and capacity enhancement of
future transmissions. In this dissertation, we propose a modified receiver based on the
injection locking technique for the performance improvement of the novel orthogonal
modulation scheme DPSK/ASK.

DPSK/ASK transmitter relies on the simultaneous modulation of both phase and
amplitude of the signal with two different data streams, which doubles the bandwidth
efficiency of the signal. Once received, the DPSK/ASK signal is driven through a 3
dB coupler into a direct detection receiver and a DPSK receiver for the demodulation
of each data stream. Due to amplitude fluctuations at the DPSK receiver, caused by
the remaining ASK information, the initial ASK extinction ratio must be kept at low
values (<3dB) in order to ensure high quality of the demodulated DPSK signal.
However, if we insert an injection locking unit at the input of DPSK receiver, the
unwanted amplitude fluctuations can be suppressed improving DPSK quality and
enabling the usage of higher ER of the ASK signal providing total performance
improvement of the DPSK/ASK tranceiver. The experimental set up of the proposed
modified receiver is depicted in the block diagram of figure 13 and its performance
compared to the typical DPSK/ASK receiver is depicted in figure 14.
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Fig. 13. Block diagram of the experimental setup. PM:phase modulator, IM: intenesity
modulator, PRBS: pseudorandom binary sequence, EDFA1: boost amplifier, EDFA2, pre-
amplifier, EDFA3: saturated amplifier, EDFA4: injection ratio controller, VA: variable
attenuator, PD: photodiode, OBPF: optical band-pass filter, PC: polarization controller, DI:
delay interferometer, OI: optical isolator.
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Fig. 14. BER measurements as a function of ER for the 10-Gb/s ASK signal after direct
demodulation (red squares) and the 10-Gb/s DPSK signal demodulated with (black circles) and
without injection locking (blue triangles).

The proposed receiver allows the usage of ER up to 8 dB maintaining the high
quality of the ASK and DPSK data streams for longer transmission lengths.
Numerical simulations of the above transeiver demonstrated the error free detection of
10 WDM DPSK/ASK channels for transmissions up to 800 km for 20 Gb/s/channel
and up to 400 km for 50 Gb/s/channel.
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4 Conclusions

In this dissertation, three novel device architecture for all-optical processing have
been proposed providing performance improvement of transmissions based on high
efficiency modulation formats.

A RZ-DPSK signal all-optical regenerator based on single pump PSA is for the
first time proposed, employing a realistic solution for the all-optical generation of an
identical to the received signal idler wave. The specific regenerator can handle RZ-
DPSK signals up to 40 Gb/s providing SNR improvement of up to 28 dB. The
proposed regenerator can also be implemented using semiconductor optical amplifiers
leading to footprint minimization, lower energy consumption and lower complexity.

The injection locked laser is for the first time proposed as an alternative all-optical
regenerator for phase modulated signals. The specific regenerator can be placed along
the optical path or at the input of the receiver improving the quality of the signal and
reducing the required power for a given BER. It can also be placed at the output of a
PSA operating in the linear regime suppressing the amplitude noise generated by the
specific amplifier and leading to total noise suppression. The injection locked laser
regenerator provides modulation format and wavelength transparency and can handle
signals up to 25 Gbaud/s.

Finally, the injection locked laser is proposed as an additional unit at the input of
the DPSK part of the DPSK/ASK receiver allowing the usage of higher ER of the
ASK data stream, reaching the value of 8 dB, improving the total performance of the
DPSK/ASK signal and therefore enabling its use as a cost effective alternative for
channel capacity enhancement for access and metro networks.

References

1. Fragkos, A. Bogris, and D. Syvridis, “All-Optical Regeneration Based on Phase-Sensitive
Nondegenerate Four-Wave Mixing in Optical Fibers,” IEEE Photon. Technol. Lett., vol.
22,no. 24, pp. 1826-1828, 2010

2. A. Fragkos, A. Bogris, D. Syvridis, and R. Phelan, “Amplitude Noise Limiting Amplifier
for Phase Encoded Signals Using Injection Locking in Semiconductor Lasers,” J. Lightw.
Technol., vol. 30, no. 5, pp. 764-771,2012

3. A. Fragkos, A. Bogris, D. Syvridis, and R. Phelan, “Colorless Regenerative Amplification
of Constant Envelope Phase-Modulated Optical Signals Based on Injection-Locked Fabry—
Pérot Lasers,”IEEE Photon. Technol. Lett., vol. 24, no. 1, pp. 28-30, 2012

4. A. Fragkos, A. Bogris, and D. Syvridis, “Efficient Orthogonal Modulation Enabled by
Injection Locked Limiting Amplifiers,” IEEE Photon. Technol. Lett., vol. 25, no. 7, pp.
667-670,2013

5. A. Fragkos, A. Bogris, and D. Syvridis, “Black-box Optical Regenerator exploiting Non-
Degenerate Phase-Sensitive Amplification,” ECOC, P1.03, September (2010)

6. A. Fragkos, A. Bogris, D. Syvridis, R. Phelan, J. O’ Carroll, B. Kelly, and J. O’ Gorman
“Amplitude Regeneration of Phase Encoded Signals Using Injection Locking in
Semiconductor Lasers,” OSA/OFC/NFOEC, OWGI1, March (2011)

7. A. Fragkos, A. Bogris, and D. Syvridis, “Spectrally efficient and High Extinction Ratio
DPSK/ASK Orthogonal Modulation Schemes Based on Injection Locking Limiting
Amplifiers,” ECOC, P3.04, September (2012)

30



Changing Representation of Curves and Surfaces:
Exact and Approximate Methods.

Tatjana Kalinka*

National and Kapodistrian University of Athens
Department of Informatics and Telecommunications
kalinkat@di.uoa.gr

Abstract. In this thesis we explore recent methods for computing the Newton polytope
of the implicit equation and study their applicability to the representation change from
the parametric form to implicit. Computing a (super)set of the monomials appearing in
the implicit equation allows us to determine the interpolation space. Following this phase
we implement interpolation by exact or numeric linear algebra (applying singular value
decomposition). We evaluate the monomials at the points, most suitable for the task, thus
building a numeric matrix, ideally of corank 1, whose kernel vector contains the coefficients
of the implicit equation. We propose techniques for handling the case of higher corank.
This yields an efficient, output-sensitive algorithm for computing the implicit equation.
The method can be applied to polynomial or rational parameterizations of planar curves or
(hyper)surfaces of any dimension including parameterizations with base points. Moreover,
this technique can be used for problems such as the computation of the discriminant of a
multivariate polynomial or the resultant of a system of multivariate polynomials.

Keywords: implicitization, interpolation, Newton polytope, sparse resultant, linear alge-
bra.

1 Introduction

The modern CAGD and CAM systems operate with several different representations of geometric
objects, where each is more suitable for some applications. For instance, parametric and implicit
representations have complementary features: with parametrization it is easy to obtain points
on the geometric object while the implicit equation allows to check quickly if a given point is
inside or outside a given object. Hence the need for the robust methods to change between the
two representations.

In this thesis we focus on implicitization, i.e. process of changing the representation of a
geometric object from parametric to implicit (algebraic). The main objective of our work was
exploring applicability of the recently developed method for computing Newton polytope of a
resultant [1,2] to computing the implicit equation.

Definition 1. Given a polynomial f = 3" cat® € Rltq, ..., t,], t* =17 - -ti a € N", ¢, € R,
its support is the set {a € N™ : ¢, # 0}; its Newton polytope N(f) is the convexr hull of its
support.

Let us now define the problem formally. A parametrization of a geometric object of co-
dimension one, in a space of dimension n + 1, can be described by parametric map:

iR 5 R™E ot = (... ty) = o= (z0,...,2T),

* Dissertation Advisor: Ioannis Z. Emiris, Professor
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2 Changing Representation of Curves and Surfaces
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Fig. 1. Newton polygons N(f;) of polynomials f; € Z[z, y].
where t is the vector of parameters and f := (fo, ..., fn) is a vector of continuous functions,

including polynomial, rational, and trigonometric functions, also called coordinate functions.
These are defined on some product of intervals 2 := 21 x --- x £2,,, £2; CR.

Definition 2. The implicitization problem asks for the smallest algebraic variety containing the
image of the parametric map f : t — f(t). This image is contained in the variety defined by
the ideal of all polynomials p(xo,...,xn) s.t. p(fo(t),..., fn(t)) =0, for allt in 2. We restrict
ourselves to the case when this is a principal ideal, and we wish to compute its defining polynomial

p(xo, ..., xy) =0,
given its Newton polytope, or a polytope that contains it.

There have been numerous approaches to implicitization, including those based on Grobner
bases, resultants, residues, moving lines and surfaces, and p-bases. Our approach, presented
in [3,4,5,6], follows the standard method of interpolating the unknown coefficients of the implicit
polynomial given a superset of its monomials.

Using the recently developed method to determine potential monomials of the implicit equa-
tion we build a numeric matrix, ideally, of codimension 1, whose kernel yields (up to a nonzero
scalar multiple) the coefficients corresponding to the predicted implicit support. This is a stan-
dard case of sparse interpolation of the polynomial from its values.

Since the kernel can be computed numerically, our approach also yields an approximate sparse
implicitization method.

The kernel space of the numerical matrix may be of high dimension. We relate it to the
geometry of the predicted support, which is a superset of the true implicit support. Another
reason for obtaining a high-dimensional kernel is that the numeric evaluation of the support
monomials may not be sufficiently generic.

Our implicitization method can be applied to planar curves, surfaces, or hypersurfaces of any
dimension, given by a polynomial, rational or trigonometric parametrization, including those
with base points. Moreover, our method can be used to compute discriminants of well-constrained
systems as well as resultants, since the latter can be viewed as a special case of discriminants.

1.1 Prior work

Our implicitization algorithm is closely related to the interpolation-based method presented in [7].
We employ the same, most direct, method to reduce implicitization to linear algebra: construct
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Changing Representation of Curves and Surfaces 3

a |S] x |S| matrix M, indexed by monomials with exponents in S (columns) and |S| different
values (rows) at which all monomials get evaluated, and compute kernel vector p of M containing
coefficients of the implicit equation. This idea was used also in [8,9]; the approach was extended
to an approximate implicitization as well.

Evaluation of the potential monomials at unitary 7 € (C*)™, one of the evaluation strategies
examined in our work, was proposed in [10], Another approach, described in [11], is based on
integration of matrix M = SS7T, over each parameter ti,...,t,. Then, p is in the kernel of
M. This method covers a wide class of parametrizations, including polynomial, rational, and
trigonometric representations, but the size of M is large and matrix entries take big values, so
it is difficult to control its numeric corank.

In practical applications of CAGD, precise implicitization often can be impossible or very
expensive to obtain. Moreover, exact implicit equations usually are of high degree and contain
unwanted branches and singularities. Hence the need for approximate implicitization proposed
by T. Dokken [12,13]. The idea is to interpolate the coefficients using successively larger bounds
on the total degree of the target polynomial, starting with a quite small support and extending
it until a satisfying accuracy of the approximation is reached.

In order to determine the space of interpolation we have used the Newton polytope of the
implicit equation, or implicit polytope.

There are several methods for computing the implicit polytope, such as those based on tropical
geometry, or mixed fiber polytopes, for instance [14,15,9]. In this thesis the implicit polytope is
computed from the Newton polytope of the sparse (or toric) resultant, or resultant polytope, of
polynomials defined by the parametric equations. In particular, we use software tool ResPol [2]
to compute the implicit support in general case and, in the case of curves, the method presented
in [1] and implemented in Maple. We shall note, however, that our implicitization method does
not depend on the approach used to compute the implicit polytope.

2 Algorithm and implementation

In this section we present our implicitization algorithm, discuss the importance of suitable eval-
uation points for building the matrix and give some details on the implementation.

The main steps of our algorithm are the following:

Input: Polynomial or rational parametrization x; = f;(¢1,...,t,).

Output: Tmplicit polynomial p(z;) in the monomial basis in N**1.

1. Determine (a polytope containing) the implicit polytope.

. Compute all lattice points S € N"*! in the polytope.

3. Repeat > |S| times: Select value 7 for ¢, evaluate x;(t), 7 = 0,...,n, thus evaluating each
monomial with exponent in S. This yields a matrix M.

4. Given matrix M, solve Mp = 0 for kernel p.

. Let the kernel vector p; correspond to a polynomial of least total degree.

6. Return the primitive part of polynomial p,' -m, where m is the set of monomials with exponent

in S.

[NV}

ot

The complexity of our algorithm is O(u|S|?).
Let us describe the construction of matrix M in Step 3.

Consider S := {s1,...,5g/}; each s; = (sjo,...,5;n) is an exponent of a (potential) monomial
mj = 2% = z° ---x;)" of the implicit polynomial, where z; = f;(t)/g:(t). We evaluate m; at
some 7, k=1,...,u, avoiding values that make the denominators of the parametric expressions
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4 Changing Representation of Curves and Surfaces

close to 0, and obtain m;|;—., =[], (gg::;) " Thus, we build an g x |S| matrix M with rows

indexed by 7’s and columns indexed by m;’s:

m1|t:7'1 tee m|S||t:T1

milt=r, =+ Mys|lt=r,

We compute the kernel of the matrix M either symbolically or numerically, by applying
singular value decomposition (SVD).

2.1 Choosing the evaluation points

Experiments with curves and surfaces in the monomial basis as well as in the Bernstein basis,
show that when building the matrix M, it is important to choose 7 values that are suitable for
the specific instance.

Choosing 7 for implicitization of classical algebraic curves and surfaces, we have experimented
with

— random integers in the range —u? ... 2,

random rational numbers,
complex p-th roots of unity,
— random complex numbers modulo 1.

Random integers offer the most numerically stable results, however with large matrices they
result in fast growth of matrix entries. Random rational values have proved to be unreliable when
implicitizing classical algebraic curves and surfaces, although complex values are numerically
stable.

In the case of curves and surfaces in the Bernstein basis we have used evaluation by

— random rational numbers,

— uniformly distributed rational numbers,
complex roots of unity,

— Chebyshev nodes in [0, 1]:

_1+1 2i—1 1
T=gtges|——m), i=1 ...,n

While for classical algebraic curves and surfaces rational numbers led to a loss of numerical
stability, here rational numbers chosen randomly in [0, 1] provide the fastest results.

Our experiments affirm the results of [13], as the evaluation with Chebyshev nodes allows
to minimize the approximation error in numerical computations. Complex roots of unity gave
the slowest timings and introduced complex coeflicients into the resulting approximate implicit
equation.

2.2 Implementation

Our algorithm is implemented in Maple' and SAGE, based on the software for computing implicit
polytopes [2], available as a C++ implementation?. The main functions are imgen (general

! http://ergawiki.di.uoa.gr/index.php/Implicitization
2 http://sourceforge.net /projects/respol/files/
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Changing Representation of Curves and Surfaces 5

implicitization, applicable for curves, surfaces and hypersurfaces, requires parametric equations
and predicted polytope vertices as an input) and imcurve (for curves only, support prediction is
part of the routine).

For exact computations we prefer Maple, while for numerical ones SAGE. In our Maple im-
plementation the computation of the lattice points in Step 2 is done, for up to four dimensions,
by routines that utilize the Maple package convex [16], whereas our SAGE implementation uses
its built-in functions for the same task. For higher dimensions we have employed the software
package Normaliz.

When the kernel computation in Step 4 is done numerically, we build a rectangular overcon-
strained matrix M in order to increase the numerical stability.

2.3 Accuracy of the approximate implicitization

It is important to estimate the numeric accuracy, or quality, of the result when solving numeri-
cally. We use the matrix condition number and the ratio between the two smallest singular values
to evaluate the error in the coefficient vector computed by SVD.

We employ two measures to quantify the accuracy of approximate implicitization:

(a) Coefficient difference: measured as the Euclidean norm of the difference of the two coefficient
vectors Vegact, Vapp, Obtained from exact and approximate implicitization, after padding with
zero the entries of each vector which do not appear in the other.

(b) Evaluation norm: measured by considering the maximum norm of the approximate implicit
equation when evaluated at a set of sampled points on the given parametric object.

Both accuracy measures feature in Table 2 where we compare running time and accuracy of
our approximate implicitization against another method.

3 Results

In this section we discuss some of the key results of our work. First we prove the relation
between the size of the predicted implicit polytope and the presence of the extraneous factors
in the resulting expression. Next, we also talk about performance of the implementation of our
method compared with others and present examples of alternative, non-geometrical application
of the method.

3.1 The extraneous factors cases

By the construction of matrix M using values 7 that correspond to points on the parametric
surface, we have the following:

Lemma 1. Any polynomial in the basis of monomials indexing M, with coefficient vector in the
kernel of M, is a multiple of the implicit polynomial p.

The following theorem establishes the relation between the dimension of the kernel of M and
the accuracy of the predicted support. It remains valid even in the presence of base points. In
fact, it also accounts for them since then, P is expected to be much smaller of Q.

Theorem 1. Let P = N(p) be the implicit polytope and Q the predicted polytope. Then, assuming
M has been built using sufficiently generic evaluation points, the dimension of its kernel space
equals #{m € Z™" :m+ P C Q}=#{m € Z" : N(z™ -p) C Q}.
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6 Changing Representation of Curves and Surfaces

We assume genericity of the resultant whose symbolic coefficients are then specialized to the
actual coefficients of the parametric equations. If this does not hold, then the actual implicit
equation divides the specialized resultant.

In order to produce the exact implicit equation in the instance when the matrix M has
corank > 1 we propose the following:

— Reduce the predicted Newton polytope.

— Compute ged of two or more polynomials corresponding to kernel vectors. In case of numeric
solving approximate methods for computing the ged can be applied.

— Apply factoring, then determine which of the factors vanishes when the x; variables are

substituted by the parametric expressions.

In practice, an actual implicit equation usually is present among the polynomials correspond-

ing to kernel vectors. Hence the solution: sort the polynomials, return the one of the least

degree.

Ezample 1. Consider its parametrization:

2s 2st —1 -2+ s?
= " 1 = To — .
1+82 42 T 142482 2T 12482

Predicted implicit polytope has vertices: (0,0,0), (0,0,2), (0,0,4), (0,2,0), (0,4,0), (4,0,0).
Implicit equation of the sphere being quadratic, here implicit polytope P C @Q, where Q is
predicted polytope, which contains the actual implicit polytope. It contains 35 lattice points.
We build M of size p x 35 (1 > 35) of corank 10. The polynomials corresponding to the kernel
vectors are:
g1 = —y? + 222 oyt a2,
go = —22 4 24 4222 4 2222,
g3 = —1+ 22 + 22492,
gy = —T + x2% + :cy2 + x3,
g5 = —yz +y2* + Pz + 2?yz,

96 = —y +yz* +y° + 2%y,

g7 = —xz + x23 + Q:yzz + x3z,

gs = —z+ 23+ yzz + x2z,

9o = —xy + xyz® + xy® + 2%y,

gi0 = —1+22% — 24+ 292 — 29222 — ¢y 4 2%,

Zo

Computing the ged of two randomly chosen polynomials yields, either the actual implicit
equation p = —1 + 22 + 22 4 y2, or a multiple of p of degree 3.

Let us have a closer look at the numeric solving in the case of dim(kernel(M)) = 10. Applying
SVD in we obtain approximate results, i.e. polynomials with non-integer coefficients. Computing
the kernel of M approximately yields polynomials with real coefficients.

The approximate ged of the first two is:

—0.9999998548199414+0.999999985725953322 4-1.000000000052092y2 4-1.0000000000000002%, which
is accurate to 7 decimal digits.

3.2 Comparison to other methods

Here we report on a comparison of our method, implemented in Maple, against existing implici-
tization software. All the experiments mentioned have been performed on an Intel(©Core2 Duo
CPU, 2.20GHz, 3Gb memory, Maple 14.
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Changing Representation of Curves and Surfaces 7

Table 1 features the running times for implicitization of some examples of algebraic curves by
different methods, all implemented in Maple. Namely our function imcurve, only for curves, that
includes support prediction routine, p-bases method only for curves [17], and Maple function
Implicitize, which employs integration of matrix M over each parameter [11] and can be run in
exact and numerical mode.

Curve degree|Implicitize | Implicitize|Our p-bases
exact numeric software
Trisectrix of Maclaurin|3 1.92 0.064 0.02 0.016
Folium of Descartes 3 9.3 0.08 0.012 0.024
Tricuspoid 4 1.92 0.064 0.044 0.016
Bean 4 129.7 0.12 0.036 0.028
Talbot’s 6 18.98 0.252 0.324 0.072
Fifth heart 8 799.74 0.44 0.104 0.08
Ranunculoid 12 >3000 1.64 1.376 0.3

Table 1. Comparing runtimes (sec) of: Maple function Implicitize (exact and numeric), our method,
and p-bases.

Of the three methods Implicitize, even in numerical mode, is the slowest, however the method
has less restrictions on the parametrization accepting non-rational representations. Our method
is faster than Implicitize but slower than the p-bases method.

While in case of curves our method may not be the best choice, experiments show that for
geometric objects of higher degree and dimension it is competitive to the popular Grébner bases
method.

Consider Table 2, where we show the results of our experiments with surfaces. Here we com-
pare our Maple implementation imgen against Maple’s native function Implicitize in numerical
mode and implicitization using Grébner bases in Maple.

The input consists of a family of classical algebraic surfaces, the so called Pliicker’s conoid.
Re((t+1-5)")
[(t+1-5)°]
obtain rational parameterizations of the surfaces with desired total degree. While implicitization
of the Pliicker’s conoid is trivial task, we have chosen this example to demonstrate robustness of
our method when the properties of the surface family allow us to compute comparatively small
implicit polytope. This is the reason our exact implicitization shows here better results that
the Grobner bases method. We should note that, compared with the Implicitize function, our
approximate method is not only faster but also more precise (we use accuracy measures (a) and

(b) as defined in [2.3]).

In general, the results of our experiments show that for low degree curves (< 6) or surfaces
(< 4), Grobner bases outperform our software. The situation is reversed for higher degree: for
instance, the ranunculoid curve (degree 12) was computed in 1.3 sec. by our method and in 7.3
sec. using Grobner bases. For the standard benchmark of the bicubic surface (degree 18) the
timings are 42 min. and over 4 hours, respectively.

xo =t, T1 = 8, T = . By choosing appropriate values of parameter a = 2b we

3.3 Non-geometrical applications

Our algorithm finds other applications besides the implicitization. Since the support prediction
software ResPol actually computes a resultant support, its straightforward application is to
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8 Changing Representation of Curves and Surfaces

Table 2. Comparison of our method (exact and numerical) to Maple’s function Implicitize() and Grobner
bases. Runtimes are given in seconds.

Surface|Our exact‘Grébner Our numerical Implicitize(numerical)
degree runtime runtime|accuracy (a)|accuracy (b) runtime|accuracy (a) accuracy (b)
3 0.016 0.031 [0.031 [107F 9.07-1071° [46.07 [107 % 1.98-107°
5 0.016 0.046 [0.032 [107° 3.57-10"% [85.43 [3.67-10"" [6.83-107°
7 0.031 0.078 [0.046 [10~ 1T 0.97-10"% [359.49 [9.06-10~7 [2.94-10~1
9 0.046 0.078 [0.063 [10~° 1.35-10"7 [695.65 [2.86-10"% [7.55-10"°
11 0.078 0.141 [0.078 [10~ T 1.07-107°% [> 2000 |- -

reduce resultant computation to interpolation; this is also the premise of [18,19]. The main
difference with interpolating the implicit equation is the absence of a parametric form, however,
the latter can be derived using Horn-Kapranov parametrization [20], as demonstrated below.

Example 2. Let fo = asx? + ayx + ag, f1 = bix? + by, with supports 49 = {2,1,0}, A; = {1,0}.
Their (Sylvester) resultant is a polynomial in as, a1, ag, b1, bo.
The algorithm in [2] computes its Newton polytope with vertices (0,2,0,1,1), (0,0,2,2,0),
(2,0,0,0,2); it contains 4 points, corresponding to 4 potential monomials a3b1bg, a2b?, asagbiby, a3b?.
The Horn-Kapranov parametrization of the resultant yields: ag = (2t +t2)t3ts, a1 = (—2t1 —
2t9)tsty, ag = taty, by = 7t1t§t5, bg = t1ts, where the t;’s are parameters.

We substitute these expressions to the predicted monomials, —t3t3t2(—2t; —2t5)2t3, t3tat2t3t3,
— 121442012 (2t +t2), (2t;+t2)?tat3t3tE, evaluate at 4 sufficiently random t;’s, and obtain a matrix
whose kernel vector (1,1, —2,1) yields R = a3b1bg + a2b? — 2azagb1by + a3b3.

Another possible application is computing the discriminant of a multivariate polynomial.

Computation of the discriminant is a difficult problem, since explicit formulas only exist for
low-degree uni-variate polynomials. We reduce discriminant computation to sparse implicitiza-
tion.

Definition 3. A-discriminant is an irreducible polynomial D4 = D 4(c) with integer coefficients
in the vector of coefficients ¢ = (cq : a € A), defined up to sign, which vanishes for each choice
of ¢ for which Fa and all 0F4/0t; have a common root in (C\{0})™.

Given A, we form the (n 4+ 1) x m,m > n + 1 integer matrix (also called A by abuse of
notation) whose first row consists of ones, and whose columns are given by the points (1,a) for
all a € A.

Let B = (b;;) € Zn*(m=n=1) he a matrix whose column vectors are a basis of the integer
kernel of matrix A. Then B is of full rank. Since the first row of A equals (1,...,1), the column
vectors of B add up to 0.

We illustrate computation of A-discriminant by the following example from [5].

Ezxample 3. Consider a generic polynomial of two variables of degree 3,
Fu(t,t2) = cith + cato + catato + cati + csty
where A = {[170]7 [Ov 1]7 [1, 1]a [27 0]7 [370]} /)

We build the matrix A:
11111

A=110123
01100
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Changing Representation of Curves and Surfaces 9

then the matrix B is as follows:

—-1-1
1 2
B=| -1-2
1 0
0 1
Let i = —1—s5,lo =1+ 2s,l3 =—1—2s,l4 = 1,15 = s, then we have the parametrization
l5l 1+ 2s 1215 1+ 2s)%s
fr=2h = o=zl (1129

T his  (-1-25)(-1-s) LB (—1—s)(—1—2s)?

Support prediction yields 4 Newton polygon vertices: [0,0], [2,0], [3,0], [3,2]. The Newton
polygon has 7 lattice points. Applying our method, we obtain implicit equation Ag(z,y) =
z—y—1

We perform substitution following

Iola 1215
Ap(fi, f2) =Da(1,1,1, 74—, = |,
Ly L2

which gives us A-discriminant of Fa: Da(c) = caczcq — c3¢5 — c163.

4 Conclusions

We have developed an algorithm for computing implicit equations that combines linear algebra
with promising support prediction methods. The method applies to polynomial, rational and
trigonometric parameterizations of classical algebraic equations of curves and (hyper)surfaces.
Moreover, it can be used for implicitization of geometric objects represented in NURBS form,
after converting them to the monomial base. The method works even in the presence of base
points, which are known to raise important issues for some other implicitization methods.

Our method has its limits: geometric objects have to be presented using the monomial ba-
sis and in the case of trigonometric parameterizations they have to be convertible to rational
functions.

In some instances the polynomial computed using our algorithm contains an extraneous
factor. We have analyzed such cases the and propose techniques for handling them.

While our implicitization algorithm was intended and applied in this work to implicitize
curves and surfaces of codimension 1 only, interpolation can be sufficiently applied to implicitize
space curves; this can be a challenge for future work.

Moreover, it is possible that our algorithm can be adapted in a way that, while bypassing
actual computing of the equation, effectively provides an answer if the point belongs to the the
geometric object. Our method represents an implicit (hyper)surface by a kernel vector. It is
challenging to devise suitable CAGD algorithms that exploit this representation, for instance to
compute surface-surface intersection, as in [12,21].

Yet another topic for future work is approximate implicitization of piecewise parametrized
Bézier and NURBS curves and surfaces. In this thesis we have limited our experiments to implic-
itization of single patches of the objects represented in Bernstein basis, however the same inter-
polation principle can be applied to computing implicit equations of curve or surface splines. As
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10 Changing Representation of Curves and Surfaces

demonstrated in the thesis, the need for conversion from Bernstein basis to power basis presents
a major drawback: in the NURBS format curves and surfaces are usually given by floating point
coefficients and recalculating the parametrization in power basis furthers the precision loss.
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Abstract. Automated negotiations comprise an interesting research domain for
many years. A scenario, mostly depicting real life negotiations, defines that en-
tities act under no knowledge on the characteristics of the rest of them. This
means that their behavior should incorporate mechanisms for handling uncer-
tainty imposed by the lack of knowledge as well as intelligent methods for
modelling every aspect of the discussed scenario. In this thesis, we adopt com-
putational intelligence techniques in order to propose efficient mechanisms for
the definition of the behavior of entities participating in Electronic Markets. We
cover the entire framework defined in a marketplace by proposing methodolo-
gies for the definition of basic parameters together with decision making mod-
els. We take into consideration the uncertainty in such scenarios in combination
with profit maximization. The proposed models are based on Fuzzy Logic,
Swarm Intelligence, Optimal Stopping Theory and Machine Learning tech-
niques. We describe methods for the selection of middle entities and products.
We utilize Quality of Service parameters in order to increase the efficiency of
the proposed models. We study negotiations between one buyer and one seller
as well as concurrent negotiations between a buyer and multiple sellers.

Keywords. Negotiations, Fuzzy Logic, Prediction, Neural Networks, Swarm
Intelligence, Optimal Stopping Theory

1 Dissertation Summary

Nowadays, users are confronted with a huge amount of information resources.
Apart from information, users are able to find and purchase a very large number of
products. Providers can find new ways to reach customers in an open and dynamic
environment such as Web. However, a number of difficulties are present in purchas-
ing products. The first is the number of product resources. It is out of human capabili-
ties to find and navigate in a huge amount of Web stores. Moreover, it is very difficult
for users: a) to collect the necessary information for various products, and b) to identi-

* Dissertation Advisor: E. Hadjiefthymiades, Associate Professor
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fy providers’ intentions. For example, customers cannot be aware of the providers’
pricing strategies. Therefore, customers should spend a lot of time and effort in order
to conclude successful transactions.

The solution to the above mentioned problems can be the combination of the intel-
ligent agent technology with Electronic Markets (EMs). An Intelligent Agent (IA) is a
software or hardware component capable of acting in order to accomplish the tasks
delegated by its owner. EMs are virtual environments where a set of entities try to
agree upon the exchange of goods. Usually, there are groups of market members such
as: the buyers, the sellers and members that are in the middle between them helping in
their tasks. Buyers aim to buy products while sellers offer a number of specific prod-
ucts. Middle entities deal with administration or mediation tasks.

In this dissertation, we focus on modelling the behavior of entities as well as on the
negotiation between them. The interaction between autonomous entities for exchang-
ing offers with the final objective of dealing for purchases can be defined as negotia-
tion. Usually, in negotiations, entities are selfish and try to maximize their profit.
Negotiations could be either single (bilateral) or concurrent (multi-lateral). Bilateral
negotiations are related to the negotiation between a buyer and a seller. The negotia-
tion could involve either a single issue (product characteristic) or multiple issues (e.g.,
price, delivery time, etc). Finally, a negotiation could involve a complete or an in-
complete information setting related to the knowledge of the opponent characteristics
(e.g., deadline, pricing strategy, etc).

A number of research efforts focus on the discussed domain. The majority of them
are based on Game Theory while others adopt Fuzzy Logic. Both of them are used for
defining various parameters of the negotiation. However, the proposed approaches
have a number of disadvantages. For example, game theoretic models require the
definition of players’ strategies and, in many cases, assume common knowledge of
some of the characteristics of players (e.g., deadlines distribution). Additionally,
fuzzy logic schemes are based on a specific rule base that describes the actions fol-
lowed at every round. The following list summarizes the use of fuzzy logic in negotia-
tions:

e for evaluating the difference of issues values or the attributes of each offer or

specific constraints in successive rounds of the negotiation.

e for predicting the reservation prices (e.g., upper — lower acceptable price) of

the opponent.

e for deciding the appropriate action at every round of the negotiation.

e for evaluating the satisfaction level that an offer produces in the players’ deci-

sion mechanism.

In this thesis, we deal with a number of open issues in negotiations. These issues
are:

e The efficient definition of specific behavior parameters for each player.

e The definition of the equilibrium path under no knowledge on the players’

characteristics.

e The definition of an efficient decision making mechanism to be used by the

buyer and the seller.
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e The definition of an efficient mechanism for selecting the appropriate products

and middle entities.

e The definition of an efficient trust framework to be used in dynamic environ-

ments like EMs.

In the above listed issues, we propose specific methodologies and models. Compu-
tational Intelligence techniques can provide the basis for solving problems arising
when entities interact with each other. A real life scenario defines that entities have no
knowledge on the characteristics of other entities also involved in the EM setup. We
adopt computational intelligence techniques in order to propose efficient mechanisms
for the definition of the behavior of entities participating in EMs. We cover the entire
framework defined in a marketplace by proposing methodologies for the definition of
basic parameters together with decision making models at every step of the negotia-
tion. We take into consideration the uncertainty in such scenarios in combination with
profit maximization. We propose decision making models that are based on different
aspects of the discussed scenario in order to reveal the optimal one. We cover the
research gap by proposing an efficient decision making mechanism, for the buyer [3]
and the seller side, based on fuzzy logic [9] and utilizing a number of parameters
(instead of using a limited number as research efforts found in the literature).

We describe methods for the selection of middle entities [4] and products [S5]. The
proposed methods result the appropriate middle entity or product that best matches
the buyers’ needs. We utilize Quality of Service parameters in order to increase the
efficiency of the proposed model. We study negotiations between one buyer and one
seller as well as concurrent negotiations between a buyer and multiple sellers. In the
first case, we rely on the game theory principles with the objective to provide a model
that maximizes the expected profit. For the second case, we rely on Swarm Intelli-
gence theory in order to have a framework where threads, used by the buyer, con-
verge to the best solution (the best agreement) through a team work. Additionally,
Optimal Stopping Theory gives us the tool to change the view of the problem. Based
on Optimal Stopping Theory, we propose models trying to find the best time to take a
decision instead of finding the best action as the response to the opponent move.

Finally, we propose a technique for defining the trust level of entities [11]. The
reason is that our scenario involves an open and very dynamic environment like EMs.
The trust level of an entity affects the decision taken by the rest of them for their in-
volvement in negotiations with her. If the entity is very trusted, then the risk of nego-
tiations with an unknown entity (we are not sure that the entity is going to offer what
is promoting) is eliminated. From the above, we see that we try to cover all the as-
pects of negotiations starting from the selection of entities to negotiate with, to deci-
sion making mechanisms. We reveal the problems in the specific research area and
propose specific solutions.
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2 Results and Discussion

2.1  Negotiation Setup

At every round of the negotiation, the involved entities propose a specific price to
the opponent. Should this price be accepted, the negotiation ends with an agreement
and specific profit for both parties. The seller starts first and the buyer follows if the
proposed offer is rejected. If a player is not satisfied with the offer then she has the
right to reject it and issue a counter-proposal. If an agreement is reached then the
negotiation ends with profit for both parties. A conflict leads to zero profit for both.

In this interaction, there are two factors that affect the decision making of the enti-
ties. The first factor is the seller’s cost and the second one is the buyer’s valuation
about the product. The proposed offers have a lower limit defined by the cost (seller
side). The buyer has a specific valuation about the product and is not willing to pay
more than this value. Evidently, only in the case where the seller’s cost is smaller than
the buyer’s valuation an agreement can be reached. However, the two players do not
know if this pre-condition holds true. Finally, there is a specific time horizon for the
negotiation [10]. The buyer has a specific deadline posed by her owner while the sell-
er calculates her deadline as discussed in [7, 8]. If one of the deadlines expires and no
agreement is reached till then the negotiation ends with a conflict.

The characteristics of the buyer are: the valuation about the product (V), the dis-
count factor (8y), the utility function (Uy), the deadline (Ty) and the pricing strategy
(py). On every round, she proposes a price according to the following pricing strategy:

pb<i>:p0+(V—p0)-(i-Tbl)k (M)
where py is the first proposed price (usually it is a very small price) and i is the current
round. The parameter k defines the strategy and could be: patient, aggressive, neutral.

The seller negotiates for a number of products with a number of buyers. It is of
high importance to note that the buyer is not aware of any of the seller’s characteris-
tics. The characteristics of the seller are: the product cost (¢), the discount factor (J;),
the utility function (Uy), the deadline (T), the intended profit (¢) and the pricing strat-
egy (ps). Usually, the seller starts by proposing a large price which equals to ¢ + & and
according to her strategy she can reduce the offers as the negotiation progresses. Fur-
thermore, she can change the strategy at every negotiation round. There can be four
types of sellers: a) neutral, b) patient, c) impatient and d) sellers that change the strat-

egy at every round (mixed behavior). These strategies are reflected by:

pe() =cte-(1-i-Tg HE )

where i is the round index. The parameter k denotes the policy of the seller. An ag-
gressive seller wants to conclude the negotiation process as soon as possible. Follow-
ing this strategy, her intention is to quickly reduce her prices in order to challenge the
buyer to accept her offers. For this, we propose the strategy defined in [8]. The pro-
posed pricing function fully adapts the resulting values to the product characteristics.
The goods, available at the seller, are ranked according to their popularity. We can
defined the product popularity based on Zipf’s Law. The proposed pricing strategy is:
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ps(D) = lqj +c 3)
where q is the popularity measure. The described pricing function indicates a very
aggressive seller that tries to conclude as many transactions as she can in a certain
period of time. Based on the above described strategy, we adopt the deadline calcula-

tion process proposed in [6, 7, 8]. The seller deadline is calculated as follows:
1

T ~@@-e-(q+1)9t? 4)

where a is a scaling factor which depends on the seller’s strategy. If the seller follows
a patient policy the a factor assumes a relatively high value.

In [7], we present a fuzzy logic system for the derivation of the o value. The pro-
posed system is based on parameters , € and the final result is the value of a. For
each parameter, specific linguistic values are defined A; = A, = By {low, medium,
high} as well as the corresponding trapezoidal fuzzy sets. Concerning the scaling
factor a, a fuzzy value low a indicates that, the seller is an impatient player which
stays for a few rounds in the BG. A medium and a high value of a indicates a medium
and high value of patience respectively. For a more fine-grained resolution of the
fuzzy linguistic values of a, we use the linguistic modifier very; very(u(a)) = u(a).
Specifically, very low a denotes that the seller wants to sell the product as soon as
possible, thus, participating in only a few negotiation rounds and very high a denotes
that, the seller is a very patient player. The strategy of the seller is mapped into a set
of fuzzy rules in order for the seller to estimate / calculate the time limit a for the
specific negotiation with a specific buyer. Finally, in [6], we propose the automatic
fuzzy rules generation from data provided by experts. The proposed methodology is
simple, yet, efficient as experiments show.

2.2 Sequential Equilibrium Definition

The outcome of the negotiation mainly depends on two issues: a) the players’
deadlines, and, b) the players’ strategies. However, as no knowledge is present, play-
ers should predict both issues based on the offers made in order to take the most ap-
propriate decision. Let us examine first the prediction of deadlines. We describe the
buyer side. A similar approach stands for the seller side. We consider that the buyer
could adopt a Uniform distribution for the seller deadline estimation:

Pt<Ty <t+A,Ap —>0)= G0 <t <ty 5
tIﬂaX
where P(t < Tg <t+A;,A; — 0) represents the probability that the seller deadline is

equal to t. If t > t,,,,, we consider that the probability of the seller deadline expiration
is equal to 1. For the pricing strategy distribution estimation, we adopt the known
Kernel Density Estimation (KDE) methodology. KDE is a methodology for estimat-
ing the PDF of an unknown distribution. The Kernel estimator of this distribution is
defined by the following equation:
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where x is the examined variable, N is the sample’s size, h is the bandwidth of the

kernel and K(+) is the Kernel function. In our model, we use the Gaussian function
and, thus, the probability distribution of the seller pricing strategy can be given by:

1 N  X-—Dpgj
PR = —— ZK(——) (7)
N-h i=l h
In our scenario, without loss of generality and for simplicity in our calculations, we
take the bandwidth equal to 1. Thus, Equation (7) is transformed to the following:

2
Py =~ 5 o ®)
X_N i=1y2 . ¢ )

In the above equations, py; depicts the seller price proposed at every round of the ne-
gotiation. Based on the above analysis, we take the cumulative distribution function
of the seller pricing strategy:

N i=I2 \/5

Definition: After an offer made by the seller, the buyer decides on the next action to
be taken based on:

Accept, if [[(Tg = t)or(Tg =t +1)]and (p; <W)Jor[Uy (p;) 2 Uy (plt) )]

N — .
CDF(x) _L..Zl.(1+erf(x pS‘)J )

D{)(p;,v, t) = 4 Defect if [(Ty, = tor(Ty, =t+ 1)]and(p; >V) (10)

Reject and Propose  otherwise

The utility that the buyer gains at round t of the negotiation process is given by the
following equation:

t-1 t
8y, - Uy, - Placcept) (11)

Where P(accept) represents the probability that the buyer accepts the seller offer.
Based on the KDE methodology, we can make the following proposition:
Proposition: For the negotiation model described in (10) there is a strategy combina-
tion which satisfies the sequential equilibrium. If the buyer adopts a Uniform distribu-
tion for estimating the seller deadline and the KDE for estimating the seller pricing
strategy the buyer should reject the seller’s offers at every round of the negotiation
and accept only when:
t
tmax - (V=py) -7
Vo — b <
t 2-z+ 7+t -2-z-7
max ~2 (12)
(V- Pb) "z .
Vo——————if t 2 t
2-z+72-2-z-7

with
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and N is the number of seller proposals till the current round.

2.3  Seller Decision Making Mechanism

In the seller side, we also propose a decision making mechanism based on fuzzy
logic. The proposed mechanism is used at every round in which the buyer proposes a
price. The decision refers to whether the seller should accept or reject the proposed
offer. The decision is based on the Acceptance Degree (AD) which shows when the
seller should accept the buyer’s offer and depends on the following parameters: a) the
time difference between the current time of the negotiation and the seller’s deadline
(1), b) the belief about the expiration of the buyer’s deadline (b), ¢) the absolute value
of the price difference between the buyer’s proposal and the upcoming seller’s offer
(d), and, d) the number of buyers waiting/interacting for/with the seller (N). For the
reasoning process, an input to the fuzzy system might be described as: a round which
has increased time difference with the deadline Ty is represented by the value high
(I(u;) = High), medium difference (I(u;) = Medium) or low difference (I(u;) = Low)
where u; = the time difference between the current round and the deadline of the sell-
er. The same rationale stands for the remaining parameters. The form of the rules is:

R;:Iftis A;j) AND bis A; AND dis Az AND N is Ay; Then AD is By.
where Ajj and By, is the fuzzy set representing the i™ linguistic value for the input
parameter i and for the output parameter AD, respectively. The linguistic expressions
of the values for the parameters t, b, d, N and AD are defined in the sets A; = A, = A3
= A, = B; {Low, Medium, High} and we use for them trapezoidal fuzzy sets. We
consider three sigmoid functions for parameters t, d, and N in order to produce values
in the range [0,1]. Concerning the acceptance degree AD, Low AD indicates that the
seller should not accept the buyer’s proposal and make a counter offer, a Medium and
High AD indicates a neutral and positive attitude to the buyer’s offer. Specially, a
high AD value means that the seller should accept the buyer’s proposal and conclude
the negotiation before the expiration of her deadline. Finally, the strategy of the seller
can be mapped into a set of fuzzy rules in order for the seller to decide if she will
accept or reject the buyer’s offer. Rules are defined by experts.
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24  Buyer Decision Making Mechanism

In this section, we focus on the buyer side and shortly describe the reasoning
mechanism adopted by her in order to decide on the acceptance or rejection of a sell-
er’s offer [3]. We developed a fuzzy logic system, which determines the buyer’s reac-
tion to the seller’s proposals. We define as Acceptance Degree (AD) the capability of
the buyer to accept the seller’s offer. The AD parameter reflects the willingness of the
buyer to accept the price for a product offered by the seller hoping to maximize her
utility. High AD degree indicates that the buyer accepts the seller’s offer and con-
cludes the negotiation. Specifically, the AD degree depends on the following parame-
ters: a) the relevance factor (r) which shows to which extend the product corresponds
to the buyer’s needs, b) the absolute value of the price difference (d) between the
seller’s proposal and the upcoming buyer’s offer, c) the belief (b) about the expiration
of the seller’s deadline, d) the time difference (t) between the current time of the nego-
tiation and the buyer’s deadline, and, e) the buyer’s valuation (V) about the product.
The system relies on a rule base for inference. We adopt the multi-input single-output
(MISO) form of the linguistic rule R;, with v = u;, d = us, b = u3, t = uy, V=usand y
= AD, that is,

Rj Py Ifr is A](i) AND d is AZU) AND b is A3(i) AND tis A4(i) AND V is A5(i) Then
AD is B(i)'
where A, and By;) are the fuzzy sets representing the 7™ linguistic value for the input
parameter i and for the output parameter AD, respectively. The system involves a
three-step process: a) the fuzzification step transforms the input parameter-values into
fuzzy subsets, b) using the fuzzy rule base an inference takes place for the output
value (fuzzified AD), and c) the defuzzification process converts the output of the
fuzzy inference into the crisp outputs for the parameter AD. For the defuzzification
process, we use the Center-of-Gravity (COG) approach. The linguistic expressions of
the values of the parameters r, d, b, t, V and AD are defined in the sets A; = A, = A; =
Ay = A5 = B; = {low, medium, high} while we utilize trapezoidal fuzzy for each of
them. Specifically, a linguistic value of low r indicates that, the relevance of the prod-
uct with the buyer’s needs is low. A linguistic value of medium r denotes that, the
relevance of the product is medium and a linguistic value of high r indicates that the
product has increased relevance with the buyer’s needs. For a more fine-grained reso-
lution of the linguistic values of r, we use the linguistic modifier very: very(u(r)) =
u(r)’. We adopt three sigmoid functions in the range [0, 1] for parameters d, ¢, and V.
Concerning the AD, a fuzzy value of low AD indicates that, the buyer should not ac-
cept the seller’s proposal while a medium and a high value of AD indicate a neutral
and positive attitude to the seller’s offer respectively. Through the fuzzy rule-base, we
imitate the human behavior when acting in a trading environment with no information
on the characteristics of the other party (i.e., the seller). Our system contains ten fuzzy
rules, which are defined by experts on the e-commerce domain. Our results (Table 1)
show an increased utility value better than those reported in the literature (maximum
value is to 0.9 with the vast majority to be equal to 0.6).

We extend the proposed fuzzy system and propose and adaptive mechanism for the
buyer side [2]. The adaptive mechanism of the buyer consists of two parts: a) the
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seller price predictor, and, b) the fuzzy controller. The price predictor is responsible
for estimating the upcoming seller proposal. The fuzzy controller receives the estima-
tion error and the error change at every round and produces the appropriate values
for basic parameters of the buyer strategy such as the belief (b) and the pricing policy
(k). Belief shows how much the buyer beliefs that the negotiation ends at the upcom-
ing round while the pricing policy influences the upcoming buyer price.

The seller price predictor should be objective and efficient. For this reason, we use
three sub-predictors: A linear, a polynomial and a neural network predictor. The val-
ues provided by these predictors can be linearly combined in order to produce the
final predicted price. The final predicted price is used in a fuzzy controller in order to
obtain two important parameters: the buyer pricing policy factor and the buyer belief
about the intentions and the deadline of the seller. In Fig. 1, we compare the perfor-
mance of the ‘simple’ fuzzy system with the adaptive system. Both of them are com-
pared with an optimal stopping model. We see that the agreement percentage is at the
same level as well as the steps required for an agreement. However, the adaptive
model achieves better agreement price compared to a theoretical optimal model.

Finally, we propose a scheme for the automatic generation of the fuzzy rule base
[5]. Based on the proposed scheme, the fuzzy rule base is extracted by a number of
crisp values defining the behavior of the buyer. The discussed process is more effi-
cient as we do not need experts to define specific rules that are very difficult to cover
all the aspects of a negotiation.

Table 1. Average intrinsic utility for the proposed fuzzy system.

A\ Average Intrinsic Utility
5 0.70

20 0.84

50 0.95

80 0.97

100 0.95
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Fig. 1. Comparison between the ‘simple’ fuzzy system and the adaptive case.
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25 Selection of Products

We extend the work presented in [2, 3] and provide a methodology for defining the
product relevance factor (r) [1]. The proposed methodology is based on the buyer
request description and the product description. The buyer request can be described
by: a) the context, b) the description of the desired product by using a set of keywords
or simple sentences and c) a set of constraints. At the seller side, we adopt a similar
approach for product description. Thus, a product description could be defined by: a)
the context, b) the description by using simple sentences and c) a set of attributes.
Every attribute has a name and a value.

The proposed methodology is based on the use of similarity algorithms. We choose
to utilize linguistic similarity as semantic techniques require more time and resources.
In order to have efficiency, we utilize a large number (16) of similarity algorithms. By
using so many algorithms, we aim to avoid extreme results (e.g., very pessimistic or
very optimistic). Every time we obtain the algorithms results, we calculate the values
variance. If the variance is over a pre-defined threshold, we reject the minimum and
the maximum value from those 16 similarity values. The final similarity value is the
average of the results. It should be noted that in case where the variance is over the
threshold we can reject the first and the last two values from the ranked list of algo-
rithms’ values. The developer can choose the scenario that best matches to her needs.
We apply the similarity measure on the product context (request / demand) and the
product description. The request context is matched against the seller product context
and the request keywords are matched against the seller product description. The
same process is applied for matching constraints with attributes. If the request context
matches to the product context, we obtain two results: (a) keywords similarity (kFac-
tor), and, (b) constraints similarity (cFactor). Furthermore, we combine those results
with results concerning the QoS characteristics of the product. The final relevance
factor value could be calculated by following a ‘hard’ or a ‘soft” approach. Based on
‘hard’ approach the relevance factor is calculated by the following equation:

r = kFactor - cFactor- QoSFactor (16)
where:
k c
kFactor = ——— cFactor= ——— a7
| keywords | | constraints |

with the number of successful matches for keywords and ¢ is the number of success-
ful matches for constraints. Symbols | | depict the number of keywords/constraints.
QoSFactor calculation is based on price, delivery time and seller trust. Following the
‘hard’ approach, the buyer is very pessimistic in characterizing a product as relevant
to her goals. Following the ‘soft’ approach in the calculation process, the relevance
factor could be calculated through the following equation:

r= w1 - kFactor + W2 - cFactor + W3 - QoSFactor (18)
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2.6  Concurrent Negotiations

In concurrent negotiations, the buyer could negotiate with a number of sellers trying
to achieve the best agreement. For this, she is based on a number of threads. We pro-
pose a model that utilizes the Particle Swarm Optimization (PSO) algorithm in order
to reach to the best solution (best agreement price). Each buyer thread can be consid-
ered as particle in the PSO algorithm. They should converge to the optimal solution
which is the best price for the specific group of sellers.

The buyer will accept offers that are below her valuation. Each particle initially de-
fines its own pricing strategy. The buyer threads follow the equilibrium path. All the
buyer threads have the same deadline. Each particle negotiates autonomously with a
specific seller. If an agreement is “reached” then the specific thread sends the agree-
ment message to the rest of them. We consider that the communication time is negli-
gible. The personal best position is the smallest price for which each particle negoti-
ates with the seller. The global best is the smallest agreement price defined in a nego-
tiation. The global best is defined when an agreement takes place. If no agreement is
present then all the particles have velocity equal to 0 and continue to propose prices
according to the pricing strategy. If a particle does not have an agreement and re-
ceives an agreement message from another particle then it switches its state and: a) if
her current negotiated price is smallest than the global best, she remains at the current
status or b) if the global best is smaller than current negotiated price, she changes the
pricing strategy in order to reach the global best position. Particles velocity is defined
when particles want to change their position (an agreement was “announced” in a
better price). The velocity is initially calculated when an agreement is announced and
for every round after that. If the global best is not smaller than the current price the
velocity is set equal to 0 or else the velocity is calculated by the PSO algorithm. The
velocity affects the pricing strategy and the proposed by the buyer price respectively.

3 Conclusions

The interaction between autonomous entities in dynamic environments (such as
EMs) is a very interesting research issue. In this thesis, we present decision making
mechanisms for the buyer and the seller side. The mechanism utilizes fuzzy logic that
is appropriate for handling uncertainty. We also propose models for choosing the
most appropriate product in the buyer side while we analyze the equilibrium path for
the negotiation process with a seller. Moreover, we propose a prediction mechanism
for the seller pricing strategy. The prediction engine in combination with the negotia-
tion parameters provides the necessary information for the buyer to adapt her behav-
ior. Additionally, we study concurrent negotiations and propose the use of the PSO
algorithm. The advantage is that buyer threads through a team work find the optimal
solution. The difference of our work from the efforts found in the literature is that we
do not any coordination between threads. Experimental results show increased num-
ber of agreements in combination with the increased utility for both parties. The fuzzy
logic system is proved to be very efficient for both the buyer and the seller.
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Abstract. In this dissertation innovative methods of wordspotting on
historical printed documents are presented. In particular, two methods
based on document segmentation on word level have been developed.
The first method uses a hybrid feature scheme for word matching based
on zones and projections. It also uses a process of creating query key-
word images for any word using synthetic data. The synthetic words are
created using images of individual characters taken from the processed
documents. The method also presents a process allowing user feedback in
order to improve the final results. The second method uses the Dynamic
Time Warping (DTW) algorithm for comparing word images. It assist
the transition between the synthetic data and real data comparison. Syn-
thetic data and real data differ and DTW allows a better alignment be-
tween the features of the two images. Again, feedback can be applied to
improve the results. Furthermore, a method that uses no segmentation
on the document images has been also developed. The method overcomes
the problem of incorrect segmentation that affect the final results since
it detects query keyword images directly on entire document page im-
ages. It also allows for partial matching such as detecting word that are
included in larger ones. The evaluation of the aforementioned methods
showed satisfactory results presenting better performance against com-
petitive methods of wordspotting.

1 Introduction

World wide libraries hold a vast amount of historical documents in terms of
books, papers, drawings, journals, etc. These documents are highly valuable
items due to the information they contain as well as the historical importance
and rarity that characterizes them. The digitization of such archival and histor-
ical collections is an ongoing process that results to digital content which allow
access to the information without distorting the original material. It is clear
that efficient indexing and retrieval are important prerequisites of any system
that manipulates such digital content. Optical Character Recognition (OCR) is
a standard technology that is widely used in indexing documents with noticeable
results in contemporary documents. However, historical documents are prone to
a number of difficulties such as typesetting imperfections, document degrada-
tions and low print quality which decrease the performance level of OCR systems
[14], [23], [10], [9].

T Dissertation Advisor: Sergios Theodoridis, Professor
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2 Dissertation Summary

Word spotting is an alternative methodology for document indexing based on
spotting words directly on images without the use of any OCR procedures. Thus,
a word spotting system attempts to detect words as a whole rather than to ex-
actly recognize the characters as in OCR. In a typical scenario, the query image
is selected from a set of predefined keywords of interest or is interactively defined
by the user by cropping a rectangular image area that serves as query example.
The word spotting system uses the query and detects similar words in docu-
ment images based on image matching techniques without any conversion of the
images into readable text. Extensive studies have shown that indexing terms in
documents automatically using a word spotting system makes it possible to use
costly human labor more sparingly than a full transcription would require [22].
Several word spotting methods rely on a pre-processing step where the document
image is segmented into words. The segmented words are then compared to the
query image in order to detect potential matches. Recently, segmentation-free
methods have been also proposed that do not require any segmentation and the
document image is treated as one entity by-passing any errors that may occur
due to poor segmentation results. In this line, we propose a segmentation-free
word spotting method for historical printed documents. The method is based
on local keypoint correspondences and consists of two distinct steps that deter-
mine candidate image areas in order to accurately extract the final bounding
boxes which indicate the word instances in the document page. The method
is evaluated using two different datasets of different languages and the exper-
imental results show that the proposed method outperformed significantly the
competitive approaches.

The word spotting literature can be divided into two main categories de-
pending upon whether segmentation of the document image is applied or not.
Indeed, there are several methods that are based on page segmentation as a pre-
processing step, while others are applied directly to the document image. Addi-
tionally, a variety of features are used in order to describe the query word as well
as the document image. These features strive to efficiently express the geometric
and local information of the visual content and include projection profiles, Ga-
bor features, zones and gradient-based features, to name a few. Keypoint-based
local features have been also successfully used in order to describe document
images as a set of local feature vectors that are invariant to scale changes, illu-
mination and distortions. The Scale Invariant Feature Transform (SIFT) [19] is
a well known technique in this category that produces an adequate number of
distinctive features even for small visual objects. In the following, we summarize
some word spotting techniques that rely at least in part on segmentation as well
as approaches where no segmentation is required.

2.1 Segmentation based methods

There are three levels of page segmentation that are typically used for detect-
ing words in documents, namely segmentation into lines [11], [20], words [12],
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[13], [21] [24], [25], or even characters [2], [8]. Profile features, such as upper or
lower word profiles, projection, density or transition profiles have been reported
to successfully represent words in a document image that has undergone word
level segmentation [22], [24]. Fusion of multiple features is also adopted in sev-
eral studies in order to improve the word image description. For example, in [26]
a multiple feature scheme is used consisting of projection profiles, upper/lower
word profiles and background-to-ink transitions. Similarly, Jawahar et al [6] in-
volve word profiles to describe the outline shape of the word, structural features
to extract statistical information like moments or variation and finally Fourier
coeflicients as a compact representation of the features in the frequency domain.
In [12] a hybrid feature scheme based on a combination of projection profiles and
upper /lower word profiles is used for matching words segmented from document
images. In [8], a word spotting method is proposed based on mesh features and in
[29] and [33] the feature scheme used is gradient-based binary features. Another
feature used for word spotting is based on skeletons and is used in the works of
[18] and [7]. Gabor features can also be applied for word spotting as proposed
in [2]. In Li et al [17] a word image is decomposed into vertical strokes and a
stroke-based coding scheme is built for all the word in the document database.
Considering features basedon local keypoints, Ataer et. al. [1] use SIFT features
in order to match segmented words from Ottoman documents. Similarly, in [32]
a word image matching method is presented using SIFT descriptors on key-
points that are extracted using the Fast-Corner-Detection algorithm [27]. These
features are quantized into visual terms (visterms) using hierarchical K-Means
algorithm and indexed using an inverted file. In [30] a word spotting method
based on line segmentation is presented. The method uses a sliding window over
each line. The matching is performed using dynamic programming and slit style
HOG features. In the previous methods, the segmented words are presented as
feature vectors and Dynamic Time Warping is an algorithm that has been exten-
sively used to match words based on these vectors [25], [26], [6], [13], [11]. Other
matching techniques are based on morphological variants [21], voting schemes
[18], [1], [32], similarity distances [12], [7], character or string matching [8], [17]
and correlation measures [29], [20], [33]. Overall, document segmentation results
to higher level structures that are semantically important and can be further
explored. On the other hand, detection methods based on segmentation results
are intrinsically prone to errors like over- or under- segmentation as well as well
as partial occlusion and mis-segmentation.

2.2 Segmentation-free approaches

Although, there is a very large collection of published work concerning the seg-
mentation approach, in the recent years there is a growing research interest
concerning segmentation-free methods. There are cases where documents can-
not be segmented correctly leading to insufficient results. The segmentation-free
approaches overcome the problems associated to bad segmentation results by
treating the document image as a whole. In [4] a template matching method
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based on pixel densities is used for locating words in documents without seg-
menting them. Although the method provides rotation and scale invariance,
this is applied on limited extent. In [16] an alphabet is used that is manually
selected from each document collection processed. The alphabet is used to cre-
ate word instances that serve as queries. The features extracted are based on
gradient values. In [15] gradient information is also used as features for the word
images. Word interest points are matched against document images and try
to locate zones of interest presenting similar features. Local image features have
been also used in segmentation-free methods trying to benefit from the scale and
rotation invariance they offer as well as their robustness to noise. Such methods
usually involve a voting scheme in order to detect and localize potential word
matches in the document image. In this line, Rusinol et al [28] opt SIFT features
in a bag-of-visual-words approach. The method is applied on both handwritten
and printed documents. The SIFT features are extracted using small predefined
squared areas that are assumed to cover most of the font sizes. The search space
does not correspond to the entire document image but rather to overlapping
local patches of fixed geometry. However, several assumptions concerning the
size of the patch and the expected font sizes seriously affect the generalization
and the applicability of the method. Furthermore, as the authors mention, the
performance of the system is highly related to the length of the queried words.

2.3 Contribution of Research

Our research concentrated into both approaches. In particular we have developed
two methods that are based on the segmentation approach and one method that
follows the segmentation-free approach. The methods that are based on the
segmentation approach segment the document on word level. The first method
uses synthetic data to create query keyword images. Each query keyword is
created in a synthetic manner using individual character images taken from the
processed documents. This way we are able to construct any query word image
we like. The feature scheme used combines two different features. The first one
is zones and the second is projection profiles. The features are matched using a
simple distance metric. The advantage of the method lies on the fact that is very
fast in producing an initial set of results. These are further improved through a
user’s feedback process. The second segmentation-based method uses synthetic
data to create query keyword images and a combination of four different features.
However, unlike the above method, the features are compared using the Dynamic
Time Warping (DTW) algorithm. The DTW algorithms manages to overcome
local distortions between the compared feature vectors. This method performs
better than the former segmentation method but needs more time to complete
as DTW algorithm poses bigger complexity.

On the other hand, the segmentation-free method that was developed comes
to solve the problem of incorrect segmentation. There are cases where the doc-
uments are not segmented correctly. This error percentage affects the overall
performance of the methods. The segmentation-free method does not require
the documents to be segmented at any level. Rather, the query keyword images
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are compared with the entire document page images. The method uses the SIFT
algorithm for the extaction of keypoints and their descriptors. The performance
of the method is very satidfactory.

3 Results and Discussion

In this section we will discuss the segmentation-free method that was devel-
oped during our research. In the proposed method we adopt a segmentation-free
word spotting approach in order to overcome the poor segmentation results that
usually characterize historical documents. We are based on SIFT features that
have been proved to provide robustness concerning low image quality and image
degradation. However, detection of word instances based on direct matching be-
tween query and image SIFT keypoints leads to unsatisfactory results. This is
due to the spatial scattering of matching correspondences since a query keypoint
may be similar to a large number of document page keypoints. These document
keypoints do not a priori belong to correct word instances. Furthermore, the
existence of multiple word instances in the same document page does not allow
the query image to be matched by a sufficient number of correspondences.

The proposed method does not adopt the original matching process described
in the SIFT algorithm, but instead a two step approach is followed. In the
first step, for every keypoint in the query keyword image, the nearest K points
are found in the document page image. These document keypoints are used
as indicators in order to create candidate image areas. In the second step, each
candidate image area is matched against the query keyword image. The keypoint
correspondences are used by the RANSAC algorithm in order to estimate the
final bounding boxes indicating the detected word instances. Furthermore, we
use the strength of SIFT descriptors in a way that multiple instances of the
desired word can be found on the document page.

3.1 Detection of Candidate Image Areas

The first step of the proposed method involves the matching of the query keyword
keypoints to the document keypoints. The purpose is to find point correspon-
dences on the document image that will serve as indicators of candidate image
areas. For each keypoint of the query keyword we locate the K most similar
keypoints on the document image. The value of K is experimentally defined as
discussed in section 4. Let f; and f4 be the SIFT feature vectors of the ith key-
point in the query keyword image and the j** keypoint in the document image,
respectively. The distance between these two keypoints is calculated as follows:

d(i, j) = cos™ ({f5, f7)) (1)

where (f,, fa) denotes the dot product between the two normalized vectors.
Each pair of corresponding keypoints defines a candidate image areas on
the document page. Since we know the relative position of the query keyword
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keypoint in respect to the edges of the query keyword image we define a bounding
box around the keypoint on the document image taking into account the position
of the corresponding keypoint of the query keyword image. Let p,(z4,y4) be a
point on the query keyword image and pgy(zq,yq) be its corresponding point on
the document page image. Let dx, dy be the distance of the query keypoint from
the left and the top edge of the query keyword image respectively. The bounding
box surrounding the candidate image area is defined by its top-left (Zmin, Ymin)
and bottom-right (Z,mq4z, Ymas) corners is given by the following equations:

SCq
min = —(—-dx -t 2
i = = (224 o1, 2)
SCq
y Yd (ch Y- ts) ®3)
SC,
Tmaz = Td + [(wq - xq) St ts] (4)
s¢q
SC
Ymaz = Yd + [(hq - yq) L4 'tS] (5)
s¢q

where w, and h, are the width and height of the query keyword image, re-
spectively. Parameter t; is the boundary size factor, which gives extra space to
the boundaries of the candidate image areas and has been experimentally set
to 1.1. Variables sc, and scq are the scales of the query keypoints p, and pq,
respectively, as provided by the SIFT algorithm.

3.2 Detection of Word Instances

In the previous section we matched the query keyword image with the entire
document page image in order to use the matching keypoints as indicators for
creating candidate image areas. These areas cannot guarantee that they contain
the query word under consideration. For this reason the keypoints of the query
keyword image are matched against the keypoints of each candidate image area.
For each keypoint on the query keyword image we find the most similar keypoint
on the candidate image area using Eq. 1. In order to estimate a model that de-
scribes the efficiency of these keypoint correspondences the RANSAC algorithm
[3] is involved. RANSAC is an iterative method that can efficiently estimate
the parameters of a model even when the measurements contain outliers. Using
RANSAC the number of inliers is calculated, that is, the number of correspond-
ing pairs that are conveniently described by the model. Moreover, the keypoint
correspondences are used in order to calculated a homography that serves as
a transformation matrix from the query keyword image to the candidate image
area plane [5]. There must be at least four point correspondences to calculate the
homography matrix. Let P, = (z4,y,) be a point in the query keyword image
and P. = (z.,yc) be the corresponding point in the candidate image area. The
transformation between these two points can be given by the following equation:

P.=H P, (6)

58



where H is the homography matrix. The above equation can take the form:

T4 hi1 hag has| | @e
Yq | = [ho1 hoo hog| | ye
1 h31 h3a h3s 1

This process is applied for all candidate image areas aiming to produce a set
of bounding boxes that are afterwards ranked according to their matching effi-
ciency. The inliers percent provides an indicator of the goodness of fit regarding
the RANSAC model. However, there may be a number of detected bounding
boxes having equal inliers percent value. In order to distinguish them, we pro-
pose to divide the inliers percentage value L by a quantity D which corresponds
to the sum of the distances between the query and the candidate image area
keypoints. Thus, for a candidate image area the ranking value V is calculated as
follows:

L
V-2 (™)

3.3 Removing Overlapping Results

We have seen that the candidate image areas are created using the point cor-
respondences between the query keyword image keypoints and the keypoints of
the document page image. There are cases where more than one candidate image
areas correspond to the same word in the document image. Therefore, we end up
with overlapping bounding boxes, each of them having different ranking values
V' as calculated by Eq. 7. On the document image, two bounding boxes B; and
B; are considered overlapping if the following equation holds:

B; N B,
B; U B;
where t,, has been experimentally defined equal to 0.3. The bounding box that
has the larger ranking value V among the overlapping bounding boxes is the one
kept while the others are discarded from the list. Figure 6 illustrates an example
of resulting bounding boxes concerning the same candidate image area. The two
bounding boxes are considered overlapping since their intersection over union
ration exceeds the threshold ¢, , as shown in Figure 1(a). However, the bounding
box in Figure 1(b) has a smaller ranking value V' than the bounding box in 6(a)
and it is discarded from the list of bounding boxes. The remaining bounding
boxes are further filtered out using the word length of the query keyword image.
The bounding boxes which the following equation holds are excluded from the
list of the results.

where wy, is the length of a bounding box from the results list, w, is the length of
the query keyword image and t,, is the threshold which has been experimentally
set to 0.4.

IoU = Z tv (8)

Wp — W,
thw (9)
Wq
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Fig.1: Resulting bounding boxes B; and B; for the same word on a document
page image. (a) Their intersection over union ratio, (b) The bounding box B;
with ranking value of 0.0207, (c) The bounding box B; with ranking value of
0.0183. The bounding box Bj is discarded since it has lower ranking value V.

3.4 Experimental Results

The experiments that were conducted in order to evaluate the proposed method
included two different datasets. The first dataset consists of 100 pages from
a Greek historical typewritten book from the period of Renaissance and En-
lightenment. The second dataset consists of 100 pages of a German historical
typewritten book of Eckartshausen which was published in 1788 and is owned
by the Bavarian State Library [31]. For the Greek dataset we have used seven
(7) query keyword images as queries and for the German dataset we have used
ten (10) keyword images as queries.

The proposed method was compared against the method presented in [4] and
original SIFT. Figure 2 shows the performance of the proposed method against
the competitive ones concerning the Greek dataset. Likewise, the results for the
German dataset are shown in Figure 3.

Preckion

Fig. 2: Precision-Recall curves for the different methods concerning the Greek
dataset.
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Fig. 3: Precision-Recall curves for the different methods concerning the German
dataset.

The proposed method outperforms the competitive methods significantly.
Furthermore, there is clear evidence that if we apply original SIFT matching
between a query keyword image and a document page image in order to get key-
point correspondences that will serve as indicators to the creation of candidate
image areas, the results are very poor.

4 Conclusions

The research aimed at creating methods for wordspotting. Our methods touched
both segmentation and segmentation-free approaches. In particular, we have
developed two methods that are based on the segmentation approach. These
are a fast method that uses synthetic data, user feedback and a feature scheme
that combines two different features. The method performed very well and in
small amount of time. The second method used the DTW algorithm in order to
solve the problem of variations and distortions that is found between words. This
method, outperforms the first segmentation based method giving much better
results. As far as the segmentation-free method is concerned, we have developed
a method that does not require any prior segmentation of the document images.
The query keywords are matched against the entire document page image. Such
segmentation-free methods starting to gain great attention since they overcome
the problems of bad segmentation and can even be used at documents that
segmentation fails dramatically. The results of the mehtod are very encouraging
as well as satisfactory.
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Abstract. The reduction of the consumed energy in modern self-
organizing communication systems in a dense urban environment is a
challenging task that requires coordination in management operations
for the most effective use of network resources. Configuration and per-
formance optimization tasks affect energy consumption of specific com-
ponents and energy-related metrics of different devices. We propose a
novel approach for energy saving and resource management in a wire-
less urban environment. Central to our approach is the organization of
WLAN access points into clusters to facilitate local management and
coordination. In each cluster, a cluster head access point monitors the
energy consumption changes during the transmission and reception, at
both the access point and user equipment sides, and decides on the ap-
propriate adaptation action. The energy consumption reduction and per-
formance improvement attained under the proposed solutions, at both
the network and the user equipment sides, is evaluated via simulation.

Keywords: network management, wireless networks, resource man-
agement, energy saving, self-organization, cognition

1 Dissertation Summary

Contrary to common belief, information and communication technologies con-
tribute a significant portion both to world energy consumption (2-4%) and en-
vironmental pollution (2-2.5% of greenhouse gas) [1]. Wireless network ener-
gy efficiency plays a primary role in reducing the impact of communication
systems on energy consumption and environmental pollution [2]. Apart from
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an environmental responsibility, energy saving is important for the reduction of
communication networks operational costs.

In the last decade, there has been a continuous increase in the number of
wireless access points (AP) installations (e.g., IEEE 802.11) in private and
public places to cope with user mobility and capacity requirements for emerg-
ing and future Internet services. Such APs are often not part of the same ad-
ministrative entity, and the configuration of their locations and operational
features are not necessarily planned for the “network welfare”. This unstruc-
tured network environment results in dense AP topologies, especially in urban
areas, with high coverage and frequency overlapping. The above in conjunc-
tion with users’ varying traffic volume and service requirements, create opti-
mization opportunities in energy saving and wireless resources.

The need to cope with complexity that derives from the interaction of hun-
dreds or even thousands of network devices for the identification and realiza-
tion of optimization opportunities calls for a distributed and localized solution.
Self-organizing networks (SON) is considered as one of the most promising
approaches for the management of networks that operate in highly dynamic
and dense environments [3], [4].

For the deployment of a SON, each AP incorporates a Cognitive Network
Manager (CNM), where energy saving as well as Coverage and Capacity
Optimization (CCO) algorithms are placed [5]. In the context of this disserta-
tion we present two types of a CNM a) simple CNM that is referred to as Net-
work Element Cognitive Manager (NECM) and b) domain CNM entitled Net-
work Domain Cognitive Manager (NDCM) [6]. NECM implements the cogni-
tive cycle at the network element level, providing an intelligent adaptation
layer to the conventional control plane. Management problems that cannot be
addressed directly at the network element level, due to computational or
communicational constraints, are escalated to the respective NDCM level.
The NDCM incorporates the required cognitive capabilities to identify optimi-
zation opportunities and solve problems that require a greater view of network
status. The distributed software architecture of cognitive managers is de-
scribed [7], [8]. We implemented the distributed cognitive framework (software
agents and artificial intelligence algorithms) that is deployed in access points
and base station of a real heterogeneous access network composed of a
Broadband Worldwide Interoperability for Microwave Access (WiMAX) BS and
WiFi AP. Interference management and load balancing through channel rese-
lection and vertical assisted handover algorithms respectively are the man-
agement tasks of the NECM and NDCM in this experimentation phase. Useful
findings and the recommendations from the deployment of the cognitive net-
work management architecture in a real life implementation are provided (av-

66



erage utilization of processing resources, memory usage, and delay of cogni-
tive cycle phases) [9].

Central to our approach is the organization of WLAN APs into clusters to faci-
litate local management and coordination. Clusters are organization structures
used for the collaborative tackling of network management problems, and
they are formed following a common known scheme. Clusters facilitate the
cooperation and the coordination of a group of network nodes for identifying
and solving network management problems. In the literature, there are sever-
al clustering algorithms, which are mainly targeting wireless sensor networks
or mobile ad-hoc networks, but the majority of them are application-specific
(e.g., energy-efficient, mobility-aware). We propose SYSTAS algorithm, for
the distributed discovery and establishment of clusters among network nodes,
based on the features of the physical network topology. The density of the
network graph and the preferential attachment model are used in order to
form logical topologies [10]. The application of the proposed algorithm leads
to the election of the head and the specification of the borders of the clusters
through the allocation of the member nodes to the elected heads. The number
of elected heads defines the number of the formed clusters. Clusters are non-
overlapping and consist of two types of nodes:

e Simple member node
e Head node.

The head node of each cluster has the role of a NDCM, while simple member
nodes instantiate the NECM. Both types of nodes implement CCO and energy
saving management tasks. The simulation results, using various network
graphs, show the effective cluster formation and the resulted high modularity.

In each cluster, the elected cluster head monitors usage of resources as well
as the energy consumption changes and decides on the appropriate adapta-
tion action (Fig. 1). In this dissertation, we propose a novel approach for ener-
gy saving and wireless resources management in a WLAN urban environ-
ment, where dependencies among different types of nodes and components
are taken into account. CCO adapts network connectivity at all desired loca-
tions and provides bandwidth according to the communication needs of the
users, avoiding the overutilization and underutilization of network resources.

The Capacity Usage Ratio (CUR) of a cluster network area with n APs is de-
fined as the fraction of the available capacity that is actually being used:

n

2.6 (1)

CUR=-"—

Z C’_mdx
i=1

67



where C; and C™ is the used (uplink and downlink) capacity and the max-

imum available (uplink and downlink) capacity, respectively, of AP i.

For the calculation of the degree of coverage overlap in a cluster we introduce
the overlapping factor (OF), which is based on the clustering coefficient (CC)
[11]. The correlation of the CUR with the OF of the APs in a cluster area al-
lows for more effective interpretation of the information that CUR provides, by
taking into account the overlap level of the offered bandwidth. For this reason
we use the composite metric of Coverage Optimization Opportunity (COOP)
introduced in [12]:

COOP = CUR” @)

The COOP metric is useful for the identification of optimization opportunities
for low load situations, where less capacity needed, as well for high load sit-
uations, where more capacity is required. A low COOP value means that too
much capacity is provided in a very dense area, while a too high COOP value
indicates an overloaded network area, where more resources are needed.

Energy consumption is measured at both the AP and the User Equipment
(UE) side, focusing on the communication component (transmission, recep-
tion). CCO is applied via a novel scheme for the dynamic deactivation or reac-
tivation of APs. This scheme aims at the rational usage of the radio resources
according to traffic intensity and network density. The mechanism for UE load
balancing after the de(re)-activation of an AP is also provided. The effect of an
AP deactivation on UE and other APs energy consumption is assessed, trig-
gering an additional adaptation action in the case that an energy efficiency
problem has been detected. A scheme for multi-hop relay communication
mode is proposed for the energy saving of UE transmission phase, exploiting
local networking opportunities [13], [14], [15]. In addition, a novel channel re-
allocation scheme is introduced for the reduction of energy consumption dur-
ing data reception phase. CCO and energy saving algorithms in a SON WLAN
have been evaluated using OPNET simulation environment.

A novel scheme for the management of the interactions of various optimiza-
tion or configuration problems in a SON is proposed. We identify and resolve
conflicts on metrics and parameters (i.e., configuration actions), which arise
from the deduction phase of the cognitive managers that are placed in a SON,
in the context of the same or neighboring devices. The proposed scheme
consists of three steps. Firstly, a time series-based mechanisms is used in
order to avoid checking a configuration action (adaptations) that is triggered
by a performance metric, which value appears continuous variations due to
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temporary changes of the network area. This phase helps a SON to act
proactively on conflicts and dependencies resolving, avoiding the trigger of
adaptations that appear high uncertainty. In the next step, we check for con-
flicts on the triggered configurations actions. Only one “direction” per configu-
ration action is prioritized, according to the severity and the priority of the per-
formance metrics that trigger the corresponding configuration action. Finally,
the impact of non-conflicting configuration actions on the other performance
metrics is analyzed using a cost-benefit analysis scheme. The goal is to select
the highest priority configuration action that creates fewer conflicts among
available configuration actions and has the minimum possibility to deteriorate
other (high priority) performance metrics. The proposed scheme for the coor-
dination of various SON problems has been tested using OPNET simulation
environment addressing CCO, energy saving, and interference tasks.
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Fig. 1. Cluster head management tasks

In addition, an algorithmic framework for the extension of cognitive capabilities
in network management has been described, facilitating performance man-
agement tasks. This framework is used for the improvement of Voice over IP
(VoIP) QoS in a congested WiMAX network [16]. Despite the WiMAX related
introduction, the proposed algorithmic framework solution is not access tech-
nology specific, but is equally feasible to other wireless network technologies
as well, such as WLAN. The proposed algorithmic framework consists of the
decision making, the execution and the learning phase. The decision making
part includes the scheme for the identification of the most appropriate action
for the packet loss reduction of VoIP service; selecting between a) the change
of VolIP flows priority at the WiMAX base station, exploiting Medium Access
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Control (MAC) features, and b) the change of VolIP flows selected codec, ex-
ploiting service level features. The solution and the quantification of the de-
rived action (e.g., number of VolP flows, the type of codec transition) is
achieved using either a history-based scheme that takes advantage of previ-
ous events, or a heuristic approach for un-classified (i.e., unknown) situations.
A k-Means learning algorithm is introduced to process the accumulated
knowledge from all applied actions and evolve the decision making scheme
[17], [18]. The performance and feasibility evaluation of the proposed solution
has been tested using FIRE Panlab WiMAX experimental facility.

2 Results and Discussion

The proposed solutions for the effective utilization of network resources and
energy saving have been deployed evaluated using both a simulation envi-
ronment as well as real WiFi/WiMAX infrastructure.

2.1 SYSTAS: Algorithm for Cluster-based Structure of a Self-
Organizing Wireless Network

The distributed algorithm for the organization of APs control loops in clusters
has been evaluated in different topologies (sparse, dense, and real). In the
literature, there are several clustering algorithms, which are mainly targeting
wireless sensor networks or mobile ad-hoc networks, but the majority of them
is application-specific (e.g., energy-efficient, mobility-aware). The results show
efficient discovery of clusters and resulted modularity [19], comparing with
algorithms from the area of data mining and graph clustering algorithms.

L.
:
Rl

Fig. 2. Sample Topology of 50 Nodes (a) Graph visualization, (b) Formed clusters
visualization
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2.2 Energy Saving and Efficient Utilization of Wireless Resources in a
cluster-based Self-Organizing Network

After the formation of the cluster structures and the activation of NECM and
NDCM, the head AP retrieves topological, performance, and energy con-
sumption information from the member APs. Moreover, the head receives
monitoring data that the associated UEs provide to the All these data allow
the head to build its situation awareness, which includes energy and CCO
awareness of the cluster. They both are the input for the decision-making
phase, which consists of two steps. Firstly, the head uses a rule-based
scheme in order to evaluate the existing the situation awareness and select
the appropriate adaptation. Then, the deduced configuration is resolved.

8.00
7.00
6.00
5.00
400
3.00
2.00
1.00 J—
0.00 : :

AP UE Cluster Area

Rx
=Tx
= Total

rgy Consumption (kJ)

Total Enel

Fig. 3. Total energy consumption — Disabled energy saving and CCO

In this dissertation, we have focused on the communication component (RX,
Tx) of both APs and UEs in a dense WLAN network (Fig. 3) [20]. The decom-
position of energy consumption into device and component levels facilitates
the analysis and the identification of their dependencies.

From the obtained simulation results it is evident that coverage and capacity
optimization is a tool for achieving energy efficiency. However, the extend of
energy reduction as well as the impact on other system components (Rx, Tx)
or nodes depends on the specific network topology, the network configuration
features and traffic conditions. The simulation results for the selected topology
configuration, show that an AP deactivation action, reduces cluster level

EC,,, mainly due to the reduced energy spent for packets reception (13%
decrease) and processing. However, it increases the energy consumption of

UEs for the reception and the transmission phase ( EC/;. , EC/; ) under spe-

cific topology and traffic conditions (e.g., high overlap of frequency channels,
UL/DL ratio). On the other hand, the consumed energy of UEs for the recep-
tion and the transmission phases increases after APs deactivation. The
change of the selected channels in the cluster leads to the reduction of the
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energy that UEs consume for the sensing of data packets that come from
neighboring cells. APs gain also benefit from this adaptation. ECl’fg and

EC %y measured in nJ/bit are improved by 35.7% and 40.5%, corresponding-
ly. Furthermore, the handover of a UE to a more distant AP leads to an in-
crease of the energy used for transmissions ( EC,';. ), especially for a UE with

high UL traffic. In this case, the formation of UEs multi-hop relays improves
the energy consumption in the data packet transmission phase by 20% (Fig.

4).
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2.3 Coordination of Conflicts and Dependencies in Self-Organizing

Networks

In the conducted experiments that described above, the degradation of a per-
formance metric, after the enforcement of a re-configuration is addressed by
using an additional optimization action. However, in the case that two or more
configurations actions are triggered concurrently it is important for the SON to
identify and resolve conflicts on metrics or parameters, so as to assure the
stability of the communication network. The goal of the introduced algorithmic
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scheme is to select, solve and apply the most appropriate configuration action
in a cluster area taking into account a) problems severity, b) the total perfor-
mance improvement of the network nodes of the cluster, c) and the number of
reconfigurations or system’s oscillations. Simulation results show that the pro-
posed scheme for the coordination of the self-optimization functions of thye
different cognitive cycles improve the performance of the system (throughput
BER, network side energy consumption), according to the defined priorities.
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2.4 Cognitive Capabilities for a Service-aware Self-Managed Network

The proposed architecture and the introduced algorithmic framework for the
extension of cognitive capabilities in a self-managed network system have
been deployed and evaluated for the improvement of VolP QoS (packet loss,
delay, jitter) in a congested WiMAX network. The conducted experiments,
using FIRE Panlab and CORE facilities, prove the feasibility and the strengths
of our work. Both network and service side adaptation actions improve the
detected packet loss level. However, the change priority of VolP flows at
WIMAX BS cannot reach the target PL threshold (<1%) for high PL events;
although service continuity is always satisfied. On the other hand, the VoIP
codec modification is more drastic (Fig 9.).
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Fig. 9. R-Factor after Change Priority and Change Codec adaptation

The utilization of the history of previous adaptations reduces the transitory
period and the iterations that a heuristic scheme requires for QoS improve-
ment. The results of the learning phase show that the accuracy of the decision
making scheme is improved, avoiding adaptations that are not effective. Final-
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ly, we have showed that other QoS metrics such as delay, jitter and R-factor
are also improved by the proposed solution (Fig. 10).
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3 Conclusions

The efficient usage of network resources and the reduction of the consumed
energy in modern communication systems that operate in a dense urban envi-
ronment are challenging tasks, due to the complexity and the spatio-temporal
dynamics of wireless networks. Self-organization is considered as one of the
most promising paradigms for the management of networks that operate in
highly dynamic and dense environments. In this thesis a novel approach has
been proposed to dynamically control the size and configuration of a wireless
network for the effective utilization of network resources and energy saving.
The energy consumption reduction and performance improvement (BER,
throughput, QoS) attained under the proposed solutions, at both the AP and
the user equipment sides, is evaluated via simulation.
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Abstract. The aim of this thesis is to contribute to the Open Source Software
(OSS) research by a comprehending study of the factors that determine OSS
diffusion, as well as the economic and social impact of this diffusion. The re-
search focuses on the process of diffusion over time and assesses cause and ef-
fect relationships of the phenomenon. Firstly, it identifies and assesses the fac-
tors determining the diffusion and sustainability of OSS (cause). Secondly, it
examines the effects of this diffusion at an economic and socio-political level
(effect). At the economic level, the changes in markets structure and dynamics
as a result of the OSS diffusion are analyzed. At the socio-political level, the
study focuses on the effects in eGovernment and education.

The study grounds its results on a number of conceptual models that are
based on a theoretical background with elements from the theories of technolo-
gy acceptance and diffusion of innovations (DOI), as well as from social and
economic theories. The models’ evaluation is performed with the aid of rigor-
ous methodological frameworks of mathematics and econometrics. Results can
be a valuable input for both research and practice. For research, they provide
with more accurate, a-priori estimations of the diffusion rate and the market
competition. They also provide with the assessment of technological, social,
economic and institutional factors that determine the OSS technology diffusion.
As a result, they can become useful tools for strategic planning and policy mak-
ing, in a continuously evolving and competitive environment such as the ICT
market.

1 Introduction

OSS is an alternative model of software production and use, where source code is
open for inspection, modification and distribution. OSS technology has introduced an
innovative model of software development, based on self-organized communities that
are open for participation to both users and developers. OSS innovation is twofold.
First, the innovative method of organization and management of human and technol-
ogy resources of OSS communities. Second, the OSS philosophy of open participa-
tion and the values of collaboration and sharing. According to Von Hipel, OSS is an
innovation with a different value creation model, in which value is an outcome of
collective intellect achieved through the OSS community [1].

* Dissertation Advisor: Draculis Martakos, Associate Professor
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Over the last years OSS has moved to mainstream, creating a rapidly evolving eco-
system that provides with thousands of software solutions. From a managerial per-
spective, OSS offers critical advantages that have turned it to a competitive option to
most organizations. As a result, most software production companies have reshaped
their business models and strategies so as to include OSS development procedures. It
can be deduced that OSS plays a critical role in the ICT markets. This, in turn, places
research interest in OSS at a high level.

Although its technological aspects are the object of extensive research [2-6], many
researchers have also stressed out the socio-economic changes caused by the emer-
gence and rapid diffusion of OSS [1, 7, 8]. The multi-dimensional nature of OSS has
attracted academics from different research fields, like software engineering, econom-
ics, sociology and even political economy [3]. Studies that have performed a thorough
review on OSS [2-6], detected a severe gap in the literature concerning the diffusion
process of OSS as well as the factors that underlie this diffusion. Also, very few stud-
ies have been found to examine the factors that determine existence and long-term
sustainability of OSS products [9], which is closely related to its diffusion. This, in
turn, calls for a comprehending analysis and study of the parameters that determine
OSS diffusion and sustainability. Moreover, though the socio-economic aspects of
OSS have been extensively discussed, important research questions like the impact of
OSS on market structure and competition and the social effects of OSS, in relation to
other open initiatives, like open government and education remain unresolved.

The aim of this thesis is to fill this gap in the literature and perform a holistic anal-
ysis on the OSS phenomenon in two aspects. First, to evaluate the factors that are
critical to its diffusion and sustainability. Second, to evaluate the economic and socio-
political effects of this diffusion. The methodologies and results of the studies imple-
mented into the context of this thesis, are briefly presented in the following sections.

2 Sustainability of OSS

The study investigated factors that affect the long-term sustainability of OSS pro-
jects. For that purpose, the study thoroughly examined the development methodolo-
gies and processes of the SourceForge portal [10] and identified projects’ characteris-
tics that could affect sustainability. The empirical data were queried from a database
that is provided by the University of Notre Dame (UND) for research purposes [11]
and contains full SourceForge projects’ activities. The proposed conceptual model is
based on the Unified Theory of Acceptance and Use of Technology (UTAUT) [12]
and the IS success model [13]. The model defines the metrics of the impacting factors
based on project’s characteristics and considers the performance of these metrics in
three distinct time periods. The aim of using different time segments is the evaluation
of the impact of the factors of one time period as a cause for the users’ behavior on
subsequent time periods. The model consists of a number of structural equations and
evaluates the weight of impact of the different time-dependent factors on long-term
sustainability. The methodology for the model’s evaluation is the Structural Equation
Modeling (SEM).

Results indicate that the ability to attract the users’ interest initially and active us-
ers and developers in the next period are the two critical factors for a project’s sus-
tainability. The user’s choice is influenced by the performance and productivity of the
community. The final decision depends on the social influence exerted through dis-
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cussions of community fora. The research has been submitted to the scientific journal
‘European Journal of Information Systems (IS)’ and is under review process.

3 OSS diffusion.

The research estimates the cross-country OSS diffusion and the factors that shape
this diffusion at a country level. Taking into account the multidimensional nature of
0SS, a new theoretical framework is proposed as a lens for the identification of the
possible impacting factors. The framework consists of the theories of exogenous and
endogenous growth and institutionalism. A country is conceptualized as a socio-
economic system within which OSS growth occurs. The model is based on the idea
that the forces of growth to an economic system comprise of institutional, endogenous
and exogenous factors and is specified as:

OSS,‘[ _ F(Xendog, )(exogJ Xinst) (1)

Where OSS;; is the OSS growth rate determined by the three vectors of factors rel-
evant to endogenous growth (X**?), to exogenous growth (X*“¢) and institutional
theories (X™), for each country i, at time #. In this sense, growth is not restricted to
economic development, but includes social, institutional and technological aspects.
Into this context, two studies were implemented.

The first study examines the OSS diffusion process at a country level, under the
prism of DOI theory and a parameterized diffusion model proposed by Dekimpe et al.
[14]. The factors shaping the diffusion were drawn from the theoretical framework
described by (1). The parameterized diffusion model allows for the comparison of
diffusion parameters across countries and the evaluation of variables that may affect
diffusion at different stages of the diffusion process. The model parameters are esti-
mated and the significance of each of the factor is evaluated by a means of non-linear
regression methods.

Research results indicated that a country’s innovation level and human capital have
a significant effect in all stages of diffusion. An important finding is also the different
impact of the factors, depending on the diffusion stage. Technological infrastructure,
economic status and institutions are more significant at the initial stage of OSS diffu-
sion, while a nation’s human capital and innovation activity are more important for
subsequent stages. The research has been submitted to the scientific journal ‘Infor-
mation Technology and Management’ and is under review process.

3.1 Diffusion of OSS: the case of the Apache web server

Previous research in OSS diffusion is very limited [15, 16]. Taking a case study
approach, this study focuses on the diffusion process of a well established OSS, that
is, the Apache web server. The study proposes a theoretical framework that consists
of the DOI theory and the socio-economic theories as presented in (1) and aims to: (i)
Estimate and forecast the market saturation of the Apache web server and provide
with critical information for the interpretation of the diffusion process, namely the
current stage of the market with respect to its saturation level and its inflection point.
(i1) Evaluate the impact of socio-economic, country-level factors that affect the
Apache’s market saturation in different economic environments.

The theoretical framework is illustrated in Fig. 1. As shown, the research consists
of two distinct steps. Firstly, the estimation of Apache’s diffusion and market satura-
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tion is based on the mathematical modelling drawn from the DOI theory, by means of
a dynamic diffusion model [17]. The model assumes a time-variant market saturation,
able to reflect the rapid diffusion of the web servers market. Secondly, a number of
factors are evaluated for their impact on the Apache’s market saturation. The factors
are drawn out of the theories of institutionalism and exogenous and endogenous
growth, as described in (1). The study’s results are published in [18].
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Fig. 1. Theoretical Framework

Estimation and forecasting of the Apache web server diffusion .

The diffusion process is estimated by the dynamic diffusion model proposed by
Mahajan and Peterson [17]. The model assumes that the saturation level N(t), is not
constant, but a function of time and can be expressed as N(t) = f(S(t)), where S(t)
represents the vector of all relevant exogenous and endogenous factors affecting N(t).
The proposed model takes into account the influence of one only factor, namely, the
total market population growth (denoted by P(#)=S(t)) and assumes that the rate of
increase in the market saturation with respect to the total market population, at any
time t, is a constant. That is:

dN(©) (2)
-~ = kZ
dP(t)

Integration of equation (2) yields (3), where k; is the integration constant and & is
the growth rate of market saturation with respect to total market population.

N@ = f(S®)=f(P@©)) =k +k,P() 3)

The final formulation of the dynamic model is given by:

aN@) _ (a+bN@)(N(@©) - N(@©)) = (a+bN®)(k, + kP(1) - N(©))

_ )
N(t=to)=No =0’N(t0)=f0
where N(t) refers to the cumulative number of adopters at time ¢. Also, @ and b are the
parameters of innovation and imitation of the diffusion process, respectively. N, rep-
resents the number of adopters at time ¢, and f; is the initially estimated saturation
level at time t, .The solution of the differential (4) gives the number of adopters of
Apache, at each point of time t. Moreover, P(?) can be estimated by the logistic diffu-

sion model and thus is formed as follows:
dP(t =
#=(ml +myP(1))(P-P(1)), ®)

P(t=1,)=F =0
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Where P is the population saturation level and the parameters m,, m, are the parame-
ters of innovation and imitation. The parameters P, m,,m, are estimated using the
Nonlinear Least Squares (NLS) regression method. The estimation of a, b, k, k, is
based on the discrete regression analogue of (4), as shown in (6) and NLS. The re-
gression coefficients xy, Xy, X3, X4, X5 give the estimates for the model parameters.

N(t+1) = x, +x,P(t) + x;N(t) + x, N()P(t) + x,;N* (1), (6)

X, =ak,x, =ak,,x; =kb-a+1,x, =k,b,x; =-b

The cumulative number of Apache web servers, N(t), are extracted from Netcraft’ s

Web Server Survey [19]. The data span from the year 1996 to 2010 and are on a six
months basis. The total population size, P(t), of the market corresponds to the total
population of all possible web server adopters and its measure can be approximated
by the number of Internet users. This can be justified by the fact that a potential web
server adopter should firstly establish an Internet connection. The data for the Internet
users penetration are derived from the United Nations (UN) database. The estimation
of the parameters m,, m,, a, b, k1, k, was derived by 24 observations, while the next 5
observations were used as a feedback sample to evaluate forecasting. To further eval-
uate the dynamic model’s performance, the logistic model was used as a benchmark
model. The evaluation of the estimation and forecasting is given in Table 1.

Table 1. Evaluation of the estimation and forecasting results

Estimation Forecasting

Observations: 24 Observations: 24

Dynamic Logistic ~ Dynamic Logistic
Model Model Model Model:

R’ 0.98 0.98 0.988 0.81
MSE 9.4 9.21 15.4 78.3
MAPE 1.3 2.145 1.068 2.808

The above table shows that the statistical measures (R*, MSE and MAPE) confirm
the dynamic model’s effectiveness in fitting, for both estimation and forecasting. It
can be elicited that both the dynamic and logistic models effectively estimate diffu-
sion, yet the dynamic model has a superior forecasting ability as compared to the
logistic. This is mainly due to the time variant market potential, which captures the
growth of the market and shifts the diffusion curve up to higher values. Graphically,
the diffusion curves are illustrated in Fig. 2.

In addition, the inflection points of both the logistic and dynamic models were cal-
culated. As shown in Fig. 2, there is big difference in the estimations with the logistic
model showing that Apache has reached the inflection point at t*= 23 (year 2007),
while the dynamic model is predicted to reach the inflection point at t*=38 (year
2014) and which is a much more realistic value. The shading parts of the figure corre-
spond to the forecasted values of the diffusion. It can be deduced that the low value of
the constant saturation level N (estimated at 112.81 million) of the logistic model
shapes a downward slope that increases the gap between the last observations of the
data. On the contrary, the time variant saturation level (estimated at 167.52 at t=38) of
the dynamic model shifts the curves up resulting in much better fitting, especially for
the forecasted values (time segments 25-29).This confirms the necessity for a non-
constant market saturation for the rapidly diffused Apache web server. Findings sug-
gest that Internet penetration has a positive impact on the market potential for Apache
and that the growth of Apache has not yet reached its maximum rate (inflection
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point). As a result, the diffusion curve and the market potential are still at a growing
stage.
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Fig. 2. Diffusion curves and forecasting for Apache

Socio-economic factors that determine the market potential for Apache.

Taking into account the theoretical framework in (1), the model assumes that mar-
ket saturation depends on institutional, endogenous and exogenous factors and is
specified as:

Ni(t) = F(X™, Y™, Z1,9Y) (7
where X" is a vector of all factors relevant to endogenous growth theory, Y a vec-
tor of all factors relevant to exogenous growth theory, Z" a vector of all factors rele-
vant to institutional theory, for each country i, at time t. In addition, 9' a country spe-
cific variable, which determines developed and developing countries. Market satura-
tion N(t) of the Apache web server is the dependent variable, explored in terms of
possible influencing factors. The expected market saturation N(t) for each country i,
can be estimated by equation (3), that is,
NU(®) = kg + ko Pi(D) ®)

where Pi(t) is the number of Internet users for each country i and the parameters k;,
k, have been estimated with the dynamic model. By substituting the values of Pi(t),
ki, ks in (8), the expected market saturation for each country is obtained. The factors
are evaluated for their impact on the Apache market saturation, by means of a panel
data analysis of 25 countries selected so as to represent different regions and econom-
ic status. The choice for the possible influencing factors was grounded on certain
hypotheses. The statistical tests performed for the econometric model that derived out
of (7) showed evidence of endogeneity, thus the Two Stage Least Squares (2SLS)
regression with Generalized Method of Moments (GMM) and Heteroscedasticity and
Autocorrelation (HAC) errors was the most effective method.

Regression results are presented in Table 2. It can be deduced that the diffusion of
Apache depends on both endogenous and exogenous to a country factors, namely
technological infrastructure, level of skills and education and ICT trade. The institu-
tions and rules and laws of an organized society were also found to positively affect
the growth of the Apache technology. On the contrary, regulation that promotes com-
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petition does not appear to have any impact. Finally, Apache saturation levels are
higher in developed versus developing countries, an outcome which is in accordance
with other technological innovations and the problem of digital divide.

Table 2. 2SLS GMM regression results for N(t)

Second regression: In(N(t)) First regression: 1Q

No of Observations:112 No of Observations:112
F(9,102)=86.76%** F(11, 100)= 66.87***
Vars Coef. S. Err. 4 Coef. S.Err.. t

Inphone  0.570  0.049  11.72%**
ICTexp 0.085  0.035 2.43%*
ICTtrade 0.015  0.003 4.32%**

HCI 0.011  0.007  191*

InOSS 0.190  0.040  4.73%%*

educ 0.088  0.034  2.58%%*

B R 0.021 0023 0091

OECD 0411 o158 20T

cons 5901  0.785 7527

10 0280  0.131  2.14%*

Inroyalty 0.179  0.039 4.63%**
TradeBar 0.137  0.043 3.16%*
IPR 0.094  0.023 4,08%**

Notes: Significance levels: * =p <.10, ** = p <.05 and *** =p <. 0l.

4 Economic impact of OSS diffusion.

The research focused on the impact of OSS on ICT markets structure and competi-
tion and consists of three studies. Initially, ICT market characteristics and dynamics
were explored and analyzed in relation to the OSS special economic attributes that
affect competition [20, 21]. The first study identifies and discusses the new dynamics
formed in software markets due to the emergence of OSS. The impact of OSS in
competition is further evaluated by applying the Herfindahl-Hirshman concentration
index (HHI) on market shares data in three widely used software market segments,
that is, web servers, web browsers and operating systems. HHI results indicated that
though markets exhibit concentration, there are clear upward trends in competition.
Market analysis showed that OSS has changed the strategies of most dominant soft-
ware companies towards the creation of new OSS business models. This, in turn, has
created new market entries and raised competition and market dynamics [22].

Further investigation and analysis of the OSS business models (OSS BM) was
conducted in the second study. The objective of this study is to provide with a com-
prehensive and generic OSS BM framework that explicitly defines its structural ele-
ments, describing the deeper structure of what firms, adopting an OSS strategy, actu-
ally do. The study following the structured-case methodological approach [23] con-
ducted two research cycles. In the first cycle, a sample of 100 popular OSS related
firms instances is considered as ‘pilots’ organizations, in order to explore the different
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possible business models cases. The instances were chosen so that to represent all
three aspects of ICT markets, i.e. software, hardware and services sectors.

The second research cycle aims to validate, evaluate and further improve the initial
findings by means of data collected from questionnaires and a workshop with eighty
two participants, experts from the Greek OSS market and Academia. The research
cycles revealed new concepts, dimensions and building blocks of the ontological OSS
BM. The elements that differentiate OSS BM from the classical business models are
the way of organizing production, the different OSS licenses, the innovative models
of profit and the OSS community. The taxonomy of OSS BM was derived by a verti-
cal analysis of the structure "offered value". Research results were published in [24].

4.1  Analysis of the operating systems market dynamics and competition

A deeper research in the effects of OSS in markets structure and equilibria was
conducted in the field of the operating systems market. The study considers a highly
concentrated market, the desktop (DT) and laptop (LP) operating systems sector, in
order to provide some insights of the potential of OSS even in the case of high market
concentration.

Based on concepts of population dynamics and organizational ecology, the study
analyzes the evolutionary and competitive dynamics of the three leading players of
the market, namely the OSS Linux, the partly-OSS Mac OSX and the proprietary
Windows operating systems. Market evolution is estimated and forecasted by apply-
ing the Lotka-Volterra competition (LVC) model, which describes the competitive
interaction of species for a common supply [25, 26]. The model’s parameters were
estimated by applying genetic algorithms, which are adaptive heuristic search algo-
rithms based on the mechanisms of natural systems and genetics.

The main assumption of the methodology was to consider the three software prod-
ucts as interacting species competing for a common source, the market itself, ex-
pressed in terms of market shares. The empirical analysis showed that, at the equilib-
rium, all operating systems will coexist, while the highly concentrated market will
tend to become less oligopolistic. Regarding the dynamics of the market, it was
shown that Mac OSX has the highest growth rate and is less affected by the competi-
tion with the other systems, while is more affected by its own growth dynamics. An
indirect mutualism effect, where the partly OSS Mac OSX is ultimately benefited by
the existence of Linux, could also be deduced. Windows on the other hand experienc-
es a decrease in its share, as it faces intense competitive pressures by both Linux and
Mac OSX, with Linux being its main opponent. Results show that Linux shares are
raised mainly due to Windows users that churn to Linux. However, the low growth
rate of Linux is not expected to increase substantially, at least under the current mar-
ket conditions and Windows will retain its leading position.

The above results add to the issue of the impact of OSS on competition. Firstly,
OSS has a direct impact by the emergence of quality OSS such as Linux, which can
offset the monopolistic behavior of the software market. Even in the highly concen-
trated DT/LP OS market, Linux not only survives but also raises its shares. Secondly,
OSS allows for the creation of new business models, like the partly OSS that enable
successful entrance in the market. The partly OSS Mac OSX paradigm shows that
Mac OSX, though a late follower, has successfully entered a highly concentrated
market.
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As one step further, the study performs a sensitivity analysis of the possible effects
on market behavior, induced by a rise in Linux adoption. Such a rise could be at-
tributed to an organizational change of policy towards Linux adoption, as for instance
in the public sector, following a governmental initiative. In this case, the Lotka-
Volterra model is reformed to accommodate different adoption levels of the Linux
operating system. Results demonstrate the effects of such policy on market concentra-
tion, according to different levels of Linux adoption. Findings also reveal useful im-
plications for practice, in terms of the role of OSS and its derivative partly-OSS prod-
ucts in markets with high concentration. The main outcomes, which also define the
importance of contribution of the proposed methodology, are the estimation of the
modeled system dynamics, the provision of forecasts regarding market equilibrium
and the estimation of the “churn effect”, which reflects the level of users’ switching
among the operating systems. The model also provides information on the survival or
extinction of each species due to the competition effects and the market structure at
the equilibrium. he research has been published in [27].

5 Socio-political impact of OSS diffusion.

OSS ideology carries the notions and values of freedom, transparency and open-
ness, active participation, cooperativeness and sharing that has created a new philo-
sophical stream. The principles of OSS have extended beyond the software and in-
spired other forms of “open” initiatives, such as open standards, open access, open
content, open science, open education, open government, open innovation and more.
This thesis examines the impact of OSS in two sectors that have been highly affected
by this openness: eGovernment and education.

5.1 OSS and eGovernment.

The relation of OSS diffusion and eGovernment maturity is examined at a national
level, under the prism of the theoretical framework of the socio-economic theories of
institutionalism, exogenous and endogenous growth, as presented in (1). The theoreti-
cal framework was deemed appropriate for two reasons. Firstly, because it was suc-
cessfully applied for explaining OSS diffusion. Secondly, because the endogenous
growth theories and institutionalism have been widely used in the case of eGov. Into
this context, three distinct conceptual models were created and evaluated by means of
econometric methods on secondary, cross-national data.

The two of the models focus on the impact of OSS on eGov maturity and use FGLS
regression to statistically evaluate the corresponding models. Both models agree that
OSS diffusion has a significant impact on eGov maturity. It can be concluded that
OSS exerts a positive impact in eGov policies, like transparency, democracy and citi-
zens’ active participation, which are the characteristics of the eGov’s higher maturity
levels. The first model’s results were published in [28], while the second’s in [29].

Taking one step further, the third model investigated the simultaneity in the relation
of OSS diffusion and eGov maturity. The model consists of two structural equations
that express OSS and eGov mutual effects and is evaluated by means of a Simultane-
ous Equations Model and 2SLS regression. Results validated the positive impact of
OSS diffusion on eGov maturity, yet rejected the assumption of a simultaneous rela-
tion. This research has been submitted to the scientific journal ‘Technological Fore-
casting and Social Change’ and is under review. Findings also provide with interest-
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ing information on the impact of innovation on OSS diffusion and other country level
factors that affect eGov maturity. These include institutional (governance effective-
ness, freedom of the press, regulatory quality and the quality of institutions) and eco-
nomic factors (ICT trade). Social development, however, exhibits the highest impact
suggesting that higher levels of living and education are essential conditions for effec-
tive eGovernment.

52 OSS and education.

In the education field, OSS has gained wide acceptance. A number of well known
and established OSS communities and organizations have created software properly
configured for education purposes. However, the success story for OSS, is the online
education (E-learning) and the electronic Learning Management Systems (LMS) and
Content Management Systems (CMS), with highly diffused software (e.g. Moodle,
Sakai). A combination of open content and E-learning is the Open Educational Re-
sources (OERs).

The study, reviewing the literature identifies factors that impact the diffusion of
OSS in the education field, that is, the usual OSS advantages, like quality, cost-
effectiveness and compatibility. However, there are some additional factors, like the
ability for course customization by teachers and students, the low system require-
ments and the different levels of learning. Especially, important are the fast diffusion
of knowledge through the OSS communities, the encouragement and promotion of
collaborative and open way of learning, the promotion of open content and open edu-
cation. The successful implementation of open content initiatives has lead to the de-
velopment of a new education model, the open education. It can be concluded, that
the role of OSS in the digitalization of education is twofold. Firstly, it provides with
cost-effective, yet qualitative education software. Secondly, its philosophy sets the
stage for new education models based on open standards, collaboration and active
participation of both students and teachers.

6 Conclusions

The study contributes to the OSS research by the creation and development of new
methodologies for the estimation and evaluation of the OSS diffusion process and the
underlying critical factors, as well as the social and economic implications of this
diffusion. Results, as explicitly described in the previous sections, revealed that OSS
diffusion mainly depends on a country’s technological infrastructure, innovation and
education levels and social development. Also, the continuous attraction of users and
developers in OSS communities, ensure its sustainability. For the economic impact,
findings suggest that OSS plays a critical role on markets and competition, creating
new business models and structures. All prediction models applied into the context of
this thesis, were quite favorable to OSS, with steadily increasing trends of adoption.
Finally, the positive relation of OSS and eGov verify its socio-political implications.

The research conducted for this thesis provides with useful input for both research
and practice. For research, it brings in a new theoretical framework for the study of
OSS diffusion that consists of three socio-economic theories: endogenous and exoge-
nous growth theories and institutionalism. Into this context, it has developed method-
ologies for (i) the estimation of the international Apache diffusion and the factors that
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impact market saturation, (ii) estimation of the cross-national OSS diffusion and the
impacting factors at different stages of the diffusion process. It also implemented a
conceptual model that is able to evaluate the critical factors for OSS sustainability.

Finally, it developed methodologies for the analysis and evaluation of the econom-
ic and socio-political impact of OSS. These include (i) the assessment of the OSS
impact on market structure and competition, (ii) the creation of a competition model
that estimates and forecasts the concentration, dynamics and the future market equi-
librium of the operating systems market, (iii) the development of a holistic conceptual
framework that provides with insights into the critical ontological elements of OSS
BM and a taxonomy of the various OSS BM with an assessment of their risks and
opportunities, (iv) the creation of models for the evaluation of the relation of OSS
with eGovernment.

For practice, research results can become valuable input for strategic planning and
policy making, as they provide with more accurate, a-priori estimations of the diffu-
sion rate, the market competition and equilibrium, in a continuously evolving and
competitive environment such as the ICT market. They also provide with the evalua-
tion of the factors that constitute to the diffusion and sustainability of OSS, which are
important information for organizations in designing their strategies. For the enter-
prises, which are planning to encompass OSS into their business models, the proposed
OSS BM framework can become a useful tool. The conclusions for the relation of
OSS diffusion and eGov maturity could also be taken into account at a political level,
as they involve the assessment of technological, social, economic and institutional
country level factors.
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Abstract. The research conducted during this thesis involves the “Design, Fabrication
and Characterization of a Vibrational Piezoelectric Microgenerator’, with use in wireless
sensor networks, to make them autonomous. At the beginning, there is a review on
some the latest cantileverd-based MEMS piezoelectric microgenerators and their
characteristics. Also, there is a small review on the field of Piezotronics and its
applications. The prototype microgenerator developed and presented in this thesis is a
combination of MEMS technology and nanostructures of the piezoelectric material ZnO,
able to convert low vibrations (~100Hz) into electricity. After, there is an extensive review
on the basic equations that have been taken into account for the optimization of the
design and fabrication processes. Arrays of vertical nanowires as well as uniform
nanotextured films of ZnO were fabricated, simulated and characterized, taking into
account the influence of each parameter. The MEMS microgenerators were successfully
fabricated, packaged and characterized to achieve optimum results. Finally, an
alternative approach on the fabrication of flexible nanogenerators is presented.
Nanogenerators with either Au or Al electrodes were fabricated on flexible substrates,
providing power outputs up to 30nWatts on an external load of 2MQ.

Keywords: Energy Harvesting, MEMS, ZnO nanorods, Hydrothermal Method,
Microgenerators, Flexible Nanogenerators

1 Introduction

The recent developments in the field of wireless sensor networks has attracted much
interest, enabling them for further applications such as temperature or pressure
monitoring, detection of toxic chemicals or gases or positioning of people in commercial
buildings. Developments also in the field of VLSI have resulted in low power sensor
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nodes (~1mW). Continuous powering these nodes is critical because it directly affects
their lifetime and proper function, making the common way of powering (batteries) quite
undesirable. Also, the total volume of the sensor node is affected by the size of the
battery. Therefore, there is a need to develop new and exciting technologies that provide
the node with the ability to harvest energy from the environment, making it self-
sustainable. In this thesis, we explored the energy harvested from mechanical vibrations
in order to fabricate microgenerators, utilizing MEMS processes and piezoelectric
nanostructures.

2 Related Work

In the past few years there have been a number of publications regarding the fabrication
of MEMS piezoelectric microgenerators reporting interesting results. MEMS
microgenerators consist of a cantilever beam, usually with an end proof mass, metal
electrodes and piezoelectric films. A large number of the known MEMS microgenerators,
however, use PZT [1-4], which even though it produces great voltages due to
mechanical deformations, it is toxic and therefore, they can be no biological or
environmental applications.

ZnO was chosen as the piezoelectric material in this thesis, mainly due to its ability to
form in various nanostructures and the fact that it has no toxicity and poses no threat to
either the environment or organisms. The originality of this work rests on the
combination of MEMS processes and ZnO nanostructures to develop microgenerators to
power low-consumption electronics.

3 ZnO Nanostructures
3.1 ZnO nanorods

There are a number of known techniques used to produce plain and complex
ZnO nanostructures, however our own results were based on the hydrothermal
method. ZnO nanorods have beed fabricated on various substrates, taking into
account all the necessary parameters involved (temperature, pH, precursor’s
concentration, time of growth) and the effects each one them has when they
change. Patterned growth of vertical ZnO nanorods has been achieved and a
thorough statistical analysis has been performed to study the morphological
characteristics of the resulting structures (Fig. 1a-b). The inset in Figure 1a
shows the verticality, while the one in 1b the different ZnO nanorods we
fabricated [5].
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Figure 1: (a) Patterned growth of vertically aligned ZnO nanorods. The inset shows the verticality
of the nanorods, (b) Statistical analysis of the morphology of the resulting structures. The inset
shows the different types of the resulting hexagons.

Based on the theory of chapter 2, simulations of our ZnO nanorods have been
performed, in order to calculate the piezoelectric potential drop when there were
subjected on known mechanical deformations. An extensive and novel work was
carried away, taking into account not only the morphological results above but
also several electrodes’ configurations, in order to achieve the maximum
theoretical power output for a given area of growth. The results were well within
the range of the already published values [6].

. 3

Figure 2: Three different topologies for the electrodes on the ZnO nanowire
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Graph 1: Simulated power output for regular Graph 2: Simulated power output for elongated
hexagons with a diameter of 100nm. hexagons with a diameter of 300nm and the
force at both the long and the small side

Table 1: Summary of the simulated power outputs based on the morphology of the nanorods and compared
to known published values

Electrode Power (low aspect Power (high Power measured from
Topology ratio NRs) aspect ratio NRs) regular hexagonal NWs
Total Bottom — | 33.44 pW/cm?® 0.47 mW/cm?
Total Top 1 mW/cm?
Total Bottom — | 0.13 pW/cm® 2.47 mW/cm® (Wang et al. 2006)
Top Patch

3.2 ZnO nanotextured film

Further exploiting the hydrothermal method we successfully fabricated a uniform
nanotextured ZnO film consisting of vertically aligned ZnO nanorods fused
together. The purpose was to use this easy, low-cost method to fabricated
uniform columnar films for use as active material in our microgenerators [7].
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Figure 3: Fabrication of ZnO nanotextured films for concentrations of (a) 100mM, (b) 200mM, (c)
400mM, (d) 500mM, (e) 1000mM.

3.3 Characterization of ZnO nanotextured films

Further investigation in the fabrication of ZnO nanotextured films was carried
away, in order to identify the optimum parameters and therefore produce the film
with the best morphological and electrical characteristics. To that end, the
nanotextured film was fabricated on two sets of electrodes: (a) Interdigitated and
(b) bottom-top. |-V characteristics were performed in order to investigate the
contact between the metal and the ZnO.
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Figure 4: (a) Intedigitated electrodes, (b) Top-Bottom electrodes.
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Results indicated that the metal-ZnO contact, when using Al as electrode, is not
Ohmic as expected but shows signs of Schottky diode. The microgenerator’s
principle of operating is based on the Shottky diode between the ZnO and the
metal, so the preliminary results indicated that Aluminum can be used for making
the electrodes in the microgenerator, making the full process CMOS compatible

[8].
4 Fabrication — Characterization of MEMS microgenerators

We have successfully fabricated uniform columnar ZnO nanotextured films on
metal substrates, as they will provide the electrodes for the generator. The
proposed MEMS microgenerator is illustrated on Figure 5. It consists of a
cantilever beam made of Si, with top-bottom metal electrodes, a piezoelectric film
in between and an end proof mass. The dimensions of the cantilever and proof
mass were specifically designed so the whole system resonates at low vibrations
~100Hz.

Figure 5: lllustrated schematic of the cantilever-based MEMS microgenerator

The novelty of our microgenerator lies in both the use of SOI technology and the ZnO
nanotextured film. SOI wafers was preferred than standard Si ones, in order to simplify
the process and make use of the buried oxide as an etch-stop during the etching for the
release of the cantilever. The masks for the lithography were designed in AutoCAD and
fabricated on Aluminum-coated glasses. Figure 6 shows the front and back side of an
SOl half-etched wafer, where approximately 80 devices were fabricated.
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Figure 6: (a) Front and (b) back side of SOl wafer with cantilever-based piezoelectric
microgenerators.

A custom-made experimental setup was used to excite externally the fabricated
microgenerators, using mechanical vibrations induced by 2 speakers. Using a frequency
generator it was possible to control the vibrations and also measure the corresponding
acceleration. Each die from the wafer included 4 separate microgenerators (for future
parallel or series connection) and was wire-bonded on custom-made PCBs. The output
signal was recorded in real-time using a digital oscilloscope. Figure 6 shows the
experimental setup and a close look of the die.

(a) ’ (b)
Figure 7: (a) Wire-bonded die on PCB. Inset shows the size of the die. Inset shows the actual
size of the die consisting of 4 microgenerators, (b) Experimental setup for piezoelectric
characterization.
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embedded in background noise.
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Operation of the microgenerators was visible when the excitation was done with short
strikes (spikes on Graph 6), but in the use of sinusoid signal there was only noise (Graph
7). Still, the proof-of-concept was proven. Further investigation of the properties of the
ZnO nanotextured film was required, so we proceeded with the fabrication of flexible
nanogenerators to study these parameters more thoroughly.

5 Flexible Nanogenerators

Through the hydrothermal method we were able to successfully fabricate
nanogenerators on kapton and PET substrates with various architectures. This work was
done in collaboration with Dr. Zhong Lin Wang from Georgia Tech [9]. The ZnO
nanotextured film was used as the active material, while Au, Al and Pt were used as
metal electrodes.

(b)

Figure 8: Flexible nanogenerators with (a) Au electrodes and (b) Al electrodes.

The characterization of these devices was performed using a techno-pneumatic piston to
bend the nanogenerator, while the output signal was measured in real-time with a digital
oscilloscope. The output voltage reached in several cases V,,=4 Volts with I, ,= 800nA
for controlled vibrations. Characterization of the devices occurred both in the labs of
Georgia Tech and Institute of Microelectronics, providing interesting results.
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nanogenerators with Al electrodes. concentration for given acceleration and film
thickness.

As indicated in Graphs 9 and 10, the voltage output is directly proportional to the
acceleration and the morphological characteristics of the nanotextured film. Optimum
concentration was 400mM with a growth time of 180min, resulting in film thickness of
~2um. In order to have a direct comparison between the two different experimental
setups, the nanogenerators with the Au electrodes were also measured in our lab giving
the results presented in Graph 11.
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Graph 11: (Top) Voltage output of the nanogenerators with Al electrodes and Au electrodes
measured in our lab, (Bottow) Voltage output of the Au nanogenerators measured in Georgia
Tech.

Graph 11 shows the comparison between the 2 experimental setups, where it is quite
obvious that the voltage output is also depending on the manner in which the flexible
substrate is bent. Higher voltages were measured in GaTech which gives room for
further investigation and optimization of our own technique.
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The next step was to simultaneously measure the voltage and current, using different
resistive loads, in order to calculate the power output of such nanogenerators. Graph 12
shows a sample of these measurements, while in Graphs 13 and 14 the power is
presented.
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Graph 12: Voltage and Current ouput of an Al nanogenerator over a R =2MQ for given
acceleration.
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Graph 13: Power vs Resistive load for different Graph 14: Power vs Resistive load for different
accelerations for an Au nanogenerator. accelerations for an Al nanogenerator.

The power ouput is directly proportional to the acceleration, as expected and we also
observed an increase when using Au electrodes. However, the power generated from
the Al electrodes is in the same range, which suggests that use of Aluminum as
electrode is a safe and very promising choice [10].

6 Conclusions

We have presented an easy, low-cost, large-scale method for fabricating high-aspect
ratio ZnO nanorods, as well as nanotextured films with high uniformity and promising
electrical characteristics. For the first time, there has been fabrication of MEMS
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microgenerators using the ZnO nanotextured film and the proof-of-concept was proved.
Optimization of the properties of the nanotextured film occurred through the fabrication
and characterization of flexible nanogenerators, generating power up to 30nWatts.
Further investigation is required to optimize the electrical contacts and therefore the
electric properties of the nanotextured films. The flexible approach has lead into
interesting applications, such as wearable electronics or smart fibers/clothes.
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Abstract. Principal stage of the document image analysis procedure
is the binarization, according to which the pixels are classified into text
and background. It is a crucial stage that can affect further stages includ-
ing the final character recognition stage. This thesis is focused on doc-
ument image binarization, including both binarization techniques and
evaluation methodologies. Specifically, according to the developed per-
formance evaluation methodologies, the pixel-level ground-truth image is
constructed using a semi-automatic procedure based on the edges and the
skeleton of the characters. The new measures use (a) weights that start
from the ground truth contour and (b) the local stroke width to limit
the weights close to the character areas and to properly normalize those
weights. Experimental results prove the validity and effectiveness of the
new measures for document images, while other measures concern the
image or signal processing area in general. Concerning binarization tech-
niques, some improvements were initially proposed for the well-known
technique of Yang&Yan. To further enhance the quality of binarization
and be more robust against different types of degradations (e.g. faint
characters, bleed-through and non-uniform background), a new binariza-
tion technique was developed that was based on background estimation
and on the combination of selected global and local binarization tech-
niques. Additionally, a binarization technique was developed for the bi-
narization of the text areas captured from video content. This technique
is also based on the Yangé& Yan binarization technique and sets low and
high values in its global parameter for the inside and outside area of the
text. Initially, the definition of the text areas is based on the baselines
of the text and at the final stage the text areas are better defined by the
convex hulls of neighbouring textual components. Furthermore, through
the document image binarization contests that we organized, a publicly
available benchmark has been created that aids in the development of
document image binarization techniques and evaluation methodologies.

Keywords: pre-processing, binarization, evaluation metrics, ground-truth
image, historical document image processing
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1 Introduction

Document image binarization (or thresholding) is the process that segments the
grayscale or color document image into text and background by removing any
existing degradations (such as bleed-through, large ink stains, non-uniform il-
lumination and faint characters). It is an important pre-processing step of the
document image processing and analysis pipeline that affects further stages as
well as the final Optical Character Recognition (OCR) stage. This thesis is fo-
cused on document image binarization, including both binarization techniques
and evaluation methodologies. Our core motivation for the binarization was to
develop an easy to tune method that could be effective against characters of var-
ious sizes [1], as well as against many different degradation types [2] (e.g. faint
characters and bleed-through). Apart from the binarization of document images,
we developed a method for the binarization of textual content from video frames
[3].

As far as the developed evaluation methodologies are concerned [4, 5], we were
motivated by the fact that existing pixel-based evaluation measures concern the
image or signal processing area in general, while for document image processing
those measures do not always provide reliable results. Last but not least, using
the ground-truth construction procedure of our methodology [5], we successfully
organized Document Image Binarization Competitions (DIBCO) from 2009 to
2012 [6-10] and made publicly available the competition datasets. Therefore, we
have created a benchmark which is widely used for the development of document
image binarization techniques and evaluation methodologies.

In the following, in Section 2 we present the related works concerning the
binarization methods along with the binarization methods developed through
this thesis, in Section 3 we present the related works concerning the evaluation
methodologies along with the evaluation methods developed through this thesis.
In Section 4 we present the experimental results and finally, in Section 5, the
conclusions are drawn.

2 Binarization Methods

2.1 Related Work

Many document image binarization methods have been proposed which are usu-
ally classified in two main categories, namely global and local. Reference points
in binarization are considered the global thresholding method of Otsu [11] and
the local adaptive methods of Niblack [12] and Sauvola et. al. [13] which are
widely incorporated in binarization methods that followed, e.g. Kim et. al. [14],
Gatos et. al. [15], Lu et. al. [16]. Certain document image binarization methods
have incorporated background estimation and normalization steps, e.g. Gatos
et. al. [15], Lu et. al. [16], as well as local contrast computations to provide
improved binarization results, e.g. Su et. al. [17], Howe [18]. Other binarization
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methods, aiming in an increased binarization performance, proposed combina-
tion methodologies of binarization methods, e.g. Gatos et. al. [19], Su et. al.
[20].

As far as the video frame binarization is concerned, there exist several tech-
niques that perform binarization on the textual content in video frames aiming in
an improved OCR performance. Many techniques [21-23] incorporate modifica-
tions of well-known binarization techniques, such as the Logical Level Technique
of [24], Otsu [11] and Sauvola et. al. [13]. Other techniques [25,26] are based on
training using mainly SVM (Support Vector Machine) classifier or convolutional
neural network. In the most recent related work [27], the Canny edge detector
[28] was used to specify the text boundaries on the image. Then, a flood fill al-
gorithm was used to fill the edge contour and form the characters. However, the
Canny edges can be very confusing since they also depict non-text objects. Espe-
cially, in videos with high background complexity the edges of text may connect
with background edges and hence deform the actual contour of the characters.

2.2 Improvement of Yang&Yan Method

The method of Yang&Yan [29] assumes a single stroke width for the document
image. The value of the stroke width determines the size of the windows that are
used to calculate the threshold at each point. However, characters of various sizes
may exist within a document (e.g. a newspaper with big titles). To adaptively
define the stroke width and consequently the size of the windows, we rely on
the binarization output of [15]. Then, we detect the contour points and the
skeleton using skeletonization method [30]. Afterwards, the local stroke width is
assigned to each skeleton point by measuring the distance of that skeleton point
from the nearest contour point. Then, each remaining point inherits the value
of the nearest skeleton point found. However, for machine-printed documents
that may suffer from internal holes at their strokes, the maximum of the local
stroke widths is considered. All the aforementioned stages are shown in Fig. 1.
Another improvement is the modification of the local threshold by a factor
(T" = B -T). According to [1], this factor enhances the overall performance,
especially for machine-printed documents. Representative results are shown in
Section 4.

2.3 A Combined Binarization Approach

In degraded historical images, faint characters and bleed-through have quite
similar characteristics. Thus, current methods are usually robust against one
of the aforementioned degradation. In [2], we introduced a binarization method
capable of achieving high performance in many different noise types. The main
idea is to initially erase all the noisy components (false alarms) even if faint
character parts are also removed. Then, perform binarization of high Recall such
as Niblack [12] and perform combination at connected component level. In this
way, noise is erased, the faint characters are completely detected, while the noise
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Fig. 1. The stages of the adaptive stroke width detection: (a) initial binary image;
(b) contour points along with the skeleton; (c¢) local stroke width is assigned to each
skeleton point; (d) the character stroke width image; (e) the final stroke width map
(used for handwritten documents); (f) the final stroke width map (used for printed
documents).

levels are very low. All the aforementioned stages are detailed below and are
shown in Fig. 2:

1. Niblack binarization (w=60x60, k=-0.2) and one iteration of dilation (3x3
element),

2. estimate the background, follow proposed inpainting [2] using the above
Niblack result as inpainting mask,

3. normalize original image with the above estimated background (keep the
range of the original image),

4. Otsu binarization and remove connected components of very small height,

5. calculate: (a) the stroke width map using the above binary image and (b)
the global contrast,

6. Niblack binarization with window size and parameter & based on the stroke
width map and the global contrast, respectively,

7. combination at connected component level. Large Niblack components that
correspond to only a few foreground pixels of Otsu are not considered,

8. enhance the final result using binary image of step (4) (before the compo-
nents removal).

2.4 Thresholding of Video Text Areas

For the binarization of video frames, we assume that the text detection step has
already been performed and we focus on the binarization step of the detected
text boxes. We introduced in [3] a binarization technique that aims in improving
the text/background separation. The main idea is to specify the main body of
the text (Fig. 3a-3c) in order to extract valuable information concerning the tex-
tual content. The main body of the text is defined as the area which is limited by
the upper and lower baselines. Then, within the main body of the text we detect
the stroke width (SW) of the characters which is used in consecutive adaptive
binarization steps that follow. At a next step, we perform adaptive binarization
[29] with different valuation in parameters for the inside and outside area of the
main body of the text (Fig. 3d). Hence, we remove most of the non-text infor-
mation but in certain cases it results in the thinning and breaking of the textual
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Fig. 2. The stages of the combined binarization approach: (a) original image; (b) es-
timated background; (¢) normalized image; (d) Otsu binarization of (c) and small
components removal; (e) Niblack binarization; (f) final combined result.

parts that are outside the main text body. Afterwards, we define the entire text
body as the region inside the convex hulls of continuous connected components
(Fig. 3e) and we perform the same adaptive binarization with different valuation
in parameters for the inside and outside area of the entire text body (Fig. 3f).

3 Binarization Evaluation Methods

3.1 Related Work

Several efforts have been presented that strive towards evaluating the perfor-
mance of document image binarization techniques. These efforts can be clas-
sified in three main categories (the human-oriented, the OCR-based and the
pixel-based).

In the first category, evaluation is performed by the visual inspection of one
or many human evaluators [31, 32]. For example, in [31], the amount of symbols
that are broken or blurred, the loss of objects and the noise in background and
foreground are used as visual evaluation criteria. In the second category, evalu-
ation is addressed taking into account the OCR performance. The binarization
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Fig. 3. The stages of the binarization method for video text areas: (a) original image;
(b) binarization using [1] to detect the baselines; (¢) main body defined by the baselines;
(d) binarization [29] of (c) along with the convex hulls of neighbouring components;
(e) main body defined by the convex hulls; (f) final bibinarization.

outcome is subject to OCR and the corresponding result is evaluated with re-
spect to character and word accuracy [15,27]. In the third category, pixel-based
evaluation is used by taking into account the pixel-to-pixel correspondence be-
tween the ground truth and the binarized image. In this category, the evaluation
is based either on synthetic images [33, 34] or on real images [35]. Ground truth
images from real degraded images which correspond to real “challenging” cases
for document image binarization were not publicly available. The Document Im-
age Binarization (DIBCO) contests that were organized by us [6-10] made the
datasets publicly available after each corresponding contest.

Concerning pixel-based evaluation, several measures have been used for the
evaluation of document image binarization techniques, such as the F-Measure
(Recall and Precision), the PSNR, the Negative Rate Metric (NRM) and the Mis-
classification Penalty Metric (MPM) [6], the chi-square metric [36], the geometric-
mean accuracy [34], the normalized cross-correlation metric [35] and the DRD
(Distance Reciprocal Distortion) [37]. Some researchers have stated the need for
an improved pixel-based evaluation measure for document image binarization.
For instance, in [35], wherein the ground truth generation from several users was
studied, it was stated that there is a need for a weighted measure in relation to
the ground truth borders in order to compensate the subjectivity of the ground
truth.

3.2 Skeleton based Methodology

This method was presented in [4]. It consists of a semi-automatic procedure for
the ground-truth construction and it also introduces the use of the skeleton of
the characters for the evaluation of binarization output in terms of “Recall”.
However, the ground-truth construction procedure has certain issues which were
resolved in the latest evaluation methodology presented in [5]. Thus, in this
section we will focus on the evaluation stage and not at the ground-truth con-
struction procedure.
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The main novelty of this method was the use of a skeletonized ground-truth to
measure the performance of binarization in terms of Recall. Due to the ambiguity
in the boundary of the characters, which is mainly created by the digitization
process, binarization methods are penalized when boundary pixels are missing.
However, the loss of pixels is much more significant when character breaking
occurs. In more details, taking into account a historical document with faint
characters (Fig. 4), F-Measure (FM) could rank in a better position a binarized
image with more broken characters and false alarms as in Fig. 4b (FM=94.37)
than a better binarized image as in Fig. 4c (FM=93.69). For Fig. 4c that con-
tains less broken characters, higher Recall is expected than Fig. 4b. However,
the binarized image of Fig. 4c¢ achieves lower Recall=89.78 compared to the Re-
call=93.77 of Fig. 4b, as a result of the more missing foreground pixels (false
negatives) which are mainly situated along the borders of the characters, making
their absence less obvious.
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Fig. 4. Deviation between quantitative and qualitative evaluation using F-Measure
(FM): (a) original image; (b) binarized image with broken characters and false alarms,
FM=94.37 (Recall=93.77); (c) better binarized image, FM=93.69 (Recall=89.78).

However, the use of the skeletonized ground truth for the computation of Re-
call provides better evaluation results. For Fig. 4b, false negatives corresponding
to broken characters are taken into account (FMgxe;=95.29, Recallsge;=95.62),
while false negatives situated near the contour as in Fig. 4c, are not consid-
ered at all (FM;z;=98.79, Recallgr;=99.64). However, the dual representation
of the ground truth could mislead the evaluation results when the binarized
image is deformed while the skeletonized ground truth can be completely de-
tected, as shown in Fig. 5. In those cases, both Recalls;e; and Precision are 100
(FMke:=100), leading to erroneous evaluation. Thus, we have greatly modified
this evaluation method, as described in the following section.

3.3 Weighted Recall/Precision Methodology
The character boundary ambiguity, as we discussed in the previous section, sug-

gests that a distance-based metric would compensate those errors, since the use
of the skeletonized ground-truth have certain limitations. However, there are a
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Fig. 5. Problematic cases concerning the skeletonized ground-truth: (a) original im-
age; (b) ground-truth image along with the skeletonized ground-truth; (c) binarization
output wherein the skeletonized ground truth is fully detected.

few factors that should be considered when penalization weights are based on
the distance from the ground-truth contour. These factors are listed below:

— a breaking at a small/thin character part would have much less penalty than
a bigger /thicker character part;

— noise inserted among the characters would have much less penalty than at-
tached to a single character;

— noise attached to a big/thick character is less important than attached to a

smaller/thinner character;

noise far from the ground-truth that do not interfere with the textual con-

tent would be much grater penalized than noise among the characters that

destroys the useful textual content.

In [5], we proposed proper weighting to minimize/diminish the effects of
the aforementioned factors. In particular, to measure the amount of loss, the
pseudo-Recall was introduced by which the distance-based weights are normal-
ized according to local stroke width. In this way, each character breaking has
the same importance regardless of the local thickness. Additionally, to measure
the amount of the inserted noise, the pseudo-Precision was introduced according
to which the weights are constrained within an area that extends to the back-
ground by the corresponding stroke width of each character. In this area the
weights take values from 1 to 2, while outside this area the weights equal one. In
this way, noise that is located among the characters hs higher significance, while
noise far from the ground-truth does not get exaggerating penalty. Furthermore,
the distance between the characters is also considered to handle the cases of
noise among the characters that result in merging.

The metrics of Recall and Precision are combined into F-Measure. Hence,
the proposed pseudo-Recall/Precision are combined into pseudo-FMeasure F,.
After many test cases examined in [5], the proposed pseudo-FMeasure offers
more reliable results and it also has greater consistency to the OCR results.
Representative results are given through Fig. 6 and Table 1.

4 Experimental Results

In this section the experimental results for the binarization of document images
are shown. In the following, Fig. 7 shows representative results of the developed
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Fig. 6. (a) Original image; (b) ground-truth; (c) binarization where text is preserved
but with background noise; (d) binarization with stains among the text.

Table 1. Comparison between existing and the proposed (Fps) pixel-based measure.
The OCR accuracy is also shown. Notice that for metrics MPM and DRD lower values
denote higher performance.

FM |PSNRMPM|DRD| F,, |OCR accuracy
Fig. 4b{94.37(22.89| 0.85 | 1.72 | 95.02 -

Fig. 4¢|93.69 | 22.56 | 0.07 |1.53 |98.24 -

Fig. 6¢|/90.30|16.89| 7.33 | 3.85 |93.38 92.86
Fig. 6d]/91.48(17.37| 0.66 | 3.39|92.37 87.50

methods [1] and [2]. In Table 2 the detailed evaluation results are shown using
the winning method of each DIBCO competition [6-10] as well as results from
the current state-of-the-art methods [17, 18] that used the same DIBCO datasets.
From Table 2, it is shown that the latest method presented in [2] achieves the
highest performance for the majority of the evaluation metrics.

5 Conclusions

Though this thesis, we have thoroughly studied the research area of document
image binarization by focusing not only at the development of novel binarization
techniques but also at the corresponding evaluation methods and metrics. An ini-
tial binarization method was developed that is more robust for machine-printed
documents, while it has poor performance in handwritten images. The latest bi-
narization method achieves high performance in documents with many different
degradations types and it also achieves higher performance than state-of-the-art
methods or methods from the DIBCO contests. Furthermore, the idea of using
the baselines and the convex hulls for binarization purposes seems promising
for the video processing area. Additionally, the initial evaluation methodology
revealed some benefits of using a skeletonized ground-truth for evaluation pur-
poses but it also revealed some drawbacks. The latest evaluation methodology
was developed on the premise that the effect of flipped pixels on the image
should be considered, and not just the fact that pixels had been flipped, which
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Fig. 7. (a) Original image; (b) ground-truth; (c)-(d) Ntirogiannis et. al. [1] and [2],
respectively; (e)-(f) Ntirogiannis et. al. [1] and [2], respectively for Fig. 6.

leads to more reliable document-oriented evaluation. Last but not least, using
the ground-truth construction procedure of the latest evaluation methodology,
we made ground-truth from real degraded images and organized international
document image binarization competitions. The datasets were made publicly
available after each competition and have been widely used ever since.

References

1.

Ntirogiannis, K., Gatos, B., Pratikakis, I.: A modified adaptive logical level bina-
rization technique for historical document images. In: Proc. Int. Conf. on Document
Analysis and Recognition. (2009) 1171-1175

Ntirogiannis, K., Gatos, B., Pratikakis, I.: A combined approach for the binariza-
tion of handwritten document images. Pattern Recognition Letters (2012) DOI:
10.1016/j.patrec.2012.09.026.

Ntirogiannis, K., Gatos, B., Pratikakis, I.: Binarization of textual content in video
frames. In: Proc. Int. Conf. on Document Analysis and Recognition. (2011) 673—
677

Ntirogiannis, K., Gatos, B., Pratikakis, I.: An objective evaluation methodology
for document image binarization techniques. In: Proc. Int. Workshop on Document
Analysis Systems. (2008) 217-224

Ntirogiannis, K., Gatos, B., Pratikakis, I.: Performance evaluation methodology for
historical document image binarization. IEEE Transactions on Image Processing
22(2) (2013) 595-609

Gatos, B., Ntirogiannis, K., Pratikakis, I.: ICDAR 2009 Document Image Bina-
rization Contest - DIBCO 2009). In: Proc. Int. Conf. on Document Analysis and
Recognition. (2009) 1375-1382

Gatos, B., Ntirogiannis, K., Pratikakis, I.. DIBCO 2009: Document Image Bina-
rization Contest. International Journal on Document Analysis and Recognition
14(1) (2011) 3544

110



Table 2. Comparison of the proposed methods [1] and [2] to the winning method of
each DIBCO contest as well as to methods [17] and [18].

Method FM |PSNRINRM|MPM| DRD [FMgkei
Winner DIBCO09 [91.24|18.66 | 4.31 | 0.55 - -
Su [17] 93.50(19.65 | 3.74 | 0.43 - -
Ntirogiannis [1] [84.71|16.33|11.17| 1.17 | - -
Ntirogiannis [2] |94.09/20.40|2.68| 0.70 - -
Winner H-DIBCO10|91.50 | 19.78 | 5.98 | 0.49 - 93.58
Su [17] 92.03(20.12 | 6.14 | 0.25 - 94.85
Ntirogiannis [1] 70.64|15.22 |122.16| 1.44 - 84.22
Ntirogiannis [2] |94.49(21.72|3.18] 0.30 - 94.32
Winner DIBCO11 |80.86|16.14| - [64.42|104.48 -
Su [17] 87.80|17.56| - |5.17| 484 | -
Howe [18] 91.70(19.30| - |3.87| 3.48 -
Ntirogiannis [1] [80.39|15.47| - | 5.78 | 6.68 -
Ntirogiannis [2] [92.64(19.93| - |5.12 | 3.13 -
Winner H-DIBCO12|80.47| 21.8 | - | - | 3.44 | 90.18
Ntirogiannis [1] |76.96|16.21| - - 777 | 87.28
Ntirogiannis [2] [95.12(22.29| - - 1.89 | 94.84

8. Pratikakis, 1., Gatos, B., Ntirogiannis, K.: H-DIBCO 2010 - Handwritten Docu-
ment Image Binarization Competition. In: Proc. Int. Conf. on Frontiers in Hand-
writing Recognition. (2010) 727-732

9. Pratikakis, I., Gatos, B., Ntirogiannis, K.: ICDAR 2011 Document Image Bina-
rization Contest (DIBCO 2011). In: Proc. Int. Conf. on Document Analysis and
Recognition. (2011) 1506-1510

10. Pratikakis, I., Gatos, B., Ntirogiannis, K.: H-DIBCO 2012 - Handwritten Docu-
ment Image Binarization Competition. In: Proc. Int. Conf. on Frontiers in Hand-
writing Recognition. (2012) 813-818

11. Otsu, N.: A thresholding selection method from hray-level histogram. IEEE Trans-
actions on Systems, Man and Cybernetics 9(1) (1979) 62-66

12. Niblack, W. In: An Introduction to Digital Image Processing. Englewood Cliffs,
NJ: Prentice-Hall (1986) 115-116

13. Sauvola, J., Pietikainen, M.: Adaptive document image binarization. Pattern
Recognition 33(2) (2000) 225-236

14. Kim, LK., Jung, D.W., Park, R.H.: Document image binarization based on to-
pographic analysis using a water flow model. Pattern Recognition 35(1) (2002)
265277

15. Gatos, B., Pratikakis, 1., Perantonis, S.J.: Adaptive degraded document image
binarization. Pattern Recognition 39(3) (2006) 317-327

16. Lu, S., Su, B., Tan, C.L.: Document image binarization using background estima-
tion and stroke edges. International Journal on Document Analysis and Recogni-
tion 13(4) (2010) 303-314

17. Su, B., Lu, S., Tan, C.L.: A robust document image binarization technique for
degraded document images. IEEE Transactions in Image Processing 22(4) (2013)
1408-1417

111



18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Howe, N.R.: Document binarization with automatic parameter tuning. In-
ternational Journal on Document Analysis and Recognition (2012) DOI:
10.1007/s10032-012-0192-x.

Gatos, B., Pratikakis, 1., Perantonis, S.J.: Improved document image binariza-
tion by using a combination of multiple binarization techniques and adapted edge
information. In: Proc. Int. Conf. on Pattern Recognition. (2008) 14

Su, B., Lu, S., Tan, C.L.: Combination of document image binarization techniques.
In: Proc. Int. Conf. on Document Analysis and Recognition. (2011) 22-26

Kwak, S., Chung, K., Choi, Y.: Video caption image enhancement for an efficient
character recognition. In: Proc. Int. Conf. on Pattern Recgnition. (2000) 606-609
Wolf, C., Jolion, J.M., Chassaing, F.: Text localization, enhancement and bina-
rization in multimedia documents. In: Proc. Int. Conf. on Pattern Recognition.
(2002) 1037-1040

Merler, M., Kender, J.R.: Semantic keyword extraction via adaptive text binariza-
tion of unstructured unsourced video. In: Proc. Inter. Conf. on Image Processing.
(2009) 261-264

Kamel, M., Zhao, A.: Extraction of binary character-graphics images from
grayscale document images. CVGIP: Computer Vision Graphics and Image Pro-
cessing 55(3) (1993) 203-217

Li, J., Tian, Y., Huang, T., Gao, W.: Multi-polarity text segmentation using graph
theory. In: Proc. Int. Conf. on Image Processing. (2008) 3008-3011

Saidane, Z., Garcia, C.: Robust binarization for video text recognition. In: Proc.
Int. Conf. on Document Analysis and Recognition. (2007) 874-879

Zhou, Z., Li, L., Tan, C.L.: Edge based binarization for video text images. In:
Proc. Int. Conf. on Pattern Recognition. (2010) 133-136

Canny, J.: A computational approach to edge detection. IEEE Transactions on
Pattern Analysis and Machine Intelligence 8(6) (1986) 679-698

Yang, Y., Yan, H.: An adaptive logical method for binarization of degraded docu-
ment images. Pattern Recognition 33(5) (2000) 787-807

Lee, H.J., Chen, B.: Recognition of handwritten chinese characters via short line
segments. Pattern Recognition 25(5) (1992) 543-552

Trier, D., Taxt, T.: Evaluation of binarization methods for document images. IEEE
Trans. Pattern Anal. Mach. Intell. 17(3) (1995) 312-315

Kavallieratou, E., Stathis, S.: Adaptive binarization of historical document images.
In: Int. Conf. on Pattern Recognition. Volume 3. (2006) 742-745

Stathis, P., Kavallieratou, E., Papamarkos, N.: An evaluation survey of binariza-
tion algorithms on historical document images. In: Proc. Int. Conf. on Pattern
Recognition. (2008) 1-4

Paredes, R., Kavallieratou, E., Lins, R.D.: ICFHR 2010 Contest: Quantitative eval-
uation of binarization algorithms. In: Proc. Int. Conf. on Frontiers in Handwriting
Recognition. (2010) 733-736

Barney Smith, E.H.: An analysis of binarization ground truthing. In: Proc. Int.
Workshop on Document Analysis Systems. (2010) 27-33

Badekas, E., Papamarkos, N.: Automatic evaluation of document binarization
results. In: Proc. Iberoamerican Congress on Pattern Recognition. (2005) 1005—
1014

Lu, H., Kot, A.C., Shi, Y.Q.: Distance-reciprocal distortion measure for binary
document images. IEEE Signal Process. Lett. 11(2) (2004) 228-231

112



Landmark Detection for
Unconstrained Face Recognition

Panagiotis B. Perakis *

National and Kapodistrian University of Athens
Department of Informatics and Telecommunications
p.perakis@di.uoa.gr; takis@antinoos.gr

Abstract. In this dissertation a novel method for 3D landmark detec-
tion and pose estimation, suitable for both frontal and side 3D facial
scans, is presented. It exploits 3D and 2D information by using local
shape descriptors to extract candidate interest points that are subse-
quently identified and labeled as anatomical landmarks. Additionally, a
novel generalized framework for combining facial feature descriptors that
can be used for landmark detection is introduced, and several feature fu-
sion schemes are proposed and evaluated. However, feature detection
methods which use general purpose shape descriptors cannot identify
and label the detected candidate landmarks. To this end, a 3D Facial
Landmark Model (FLM) of facial anatomical landmarks is introduced.
Candidate landmarks, irrespectively of the way they are generated, can
be identified and labeled by matching them with the FLM. Finally, a
novel method for unconstrained face recognition is introduced. It em-
ploys the 3D landmark detector to provide an initial pose estimation
and to indicate occluded areas with missing data for each facial scan.
Subsequently, a 3D Annotated Face Model (AFM) is registered and fit-
ted to the scan using facial symmetry to complete the occluded areas.
Using a biometric signature resulted from the wavelet representation of
the fitted AFM, the proposed method can perform comparisons among
interpose facial scans, unlike previously proposed methods that require
frontal scans.

Keywords: Biometrics, Face Recognition, Landmark Detection, Shape
Models, Shape Descriptors, Feature Extraction, Feature Fusion, Pose
Estimation, Partial Matching, Deformable Models.

1 Introduction

Biometrics is the science of establishing the identity of a person based on the
physical (e.g., fingerprints, face, hand geometry, and iris) or behavioral (e.g., gait,
signature, and keyboard dynamics) attributes associated with an individual [1].

Face recognition is the procedure of recognizing an individual from their
facial attributes or features and is one of the primary biometric modalities. Face

* Dissertation Advisor: Theoharis Theoharis, Professor.
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recognition has several advantages over other biometric technologies: it is non-
intrusive, since the facial region is generally exposed, and potentially easy to use
[2]. Thus, research and development in face recognition followed naturally.

The performance of face recognition systems has improved significantly since
the first automatic face recognition system was developed by Kanade [3] in 1973.
Furthermore face recognition can now be performed in “realtime” for images
captured under constrained situations. Although progress in face recognition has
been encouraging, it has also turned out to be a difficult endeavor, especially
for unconstrained tasks where view point, illumination, inter-object occlusions,
facial expressions and facial accessories vary considerably [2].

2 Challenges & Motivation

Face recognition has proved to be a very challenging task due to the numer-
ous sources of variation in 2D and 3D facial data. These variations can be
environment-based (illumination conditions, occlusions by other objects or ac-
cessories), subject-based (pose and expression variations) and acquisition-based
(image scale, distortion, noise, spikes and holes).

The main reason for using information from 3D data in face recognition
systems is that the data acquired by 3D acquisition devices are invariant to
pose and lighting conditions, these being the major challenges with which face
recognition algorithms must cope [4].

With the increase in the availability of 3D data, several 3D face recognition
approaches have been proposed. These approaches aim to overcome the limita-
tions of 2D face recognition by offering pose invariance. However, although they
claim pose invariance, they mostly utilize frontal 3D scans assuming that the
entire face is visible to the sensor (see the surveys of Bowyer et al. [5] and Chang
et al. [6]). This assumption is not always valid in real-world applications, since
unconstrained acquisition may lead to facial scans with extensive occlusions that
result in missing data due to pose variations.

Thus, existing 3D face recognition methods, fail to address large pose varia-
tions and to confront the problem of missing facial areas in an automatic way.
The main assumption of these methods is that even though the head can be
rotated with respect to the sensor, the entire face is always visible. However,
this is true only for “almost frontal” scans or “reconstructed” complete face
meshes aligned to frontal pose. Side scans usually have large missing areas, due
to self-occlusion, that depend on pose variations. These scans are very common
in realistic scenarios such as uncooperative subjects or uncontrolled environ-
ments. Therefore, to take advantage of the full pose invariance potential of 3D
face recognition, the problem of missing data must be addressed. Thus, in a
face recognition system, an initial registration step, based on landmark points’
correspondence, is necessary in order to make the system pose invariant [7, 8].

However, facial landmark detection also suffers from the same sources of vari-
ation in 2D and 3D facial data that face recognition does [9-13]. Both 2D and 3D
facial landmark detection suffer from occlusion, pose and expression variations.
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In addition, 2D facial landmark detection also suffers from illumination varia-
tions. Thus, a landmark detection algorithm must be pose-invariant to address
the problem of missing facial areas and, at the same time, expression-invariant
in order to allow the registration of the various instances of the face liable to
expression variations.

3 Aim & Methodology

The uncontrolled conditions of real-world biometric applications pose a great
challenge to any 3D face recognition approach. The unconstrained acquisition
of data from uncooperative subjects may result in facial scans with significant
pose and expression variations.

In this dissertation, an integrated novel method is proposed, in order to au-
tomatically detect landmarks on 3D facial scans that exhibit pose and expression
variations, and hence consistently register and compare any pair of facial datasets
subjected to missing data due to self-occlusion in a pose- and expression-invariant
face recognition system.

The proposed landmark detection and face recognition system employs an
automatic pose- and expression-invariant landmark detector, using local facial
feature descriptors and a deformable 3D Facial Landmark Model (FLM) to en-
sure global topological consistency of the detected landmarks [14, 8,15, 16].

3.1 Training of Facial Landmark Models and Feature Templates

At the training phase, a Facial Landmark Model (FLM) is created by first align-
ing the training landmark sets and calculating a mean landmark shape using
Procrustes Analysis, and then applying Principal Component Analysis (PCA)
to capture the shape variations [17-19]. The FLM serves as a 3D geometric
model of the landmark points. Also, templates for each shape descriptor that
represents each landmark point are calculated from training facial datasets [14,
8,15, 16].

The shape templates serve as feature descriptors for each landmark point.
The feature descriptors that have been used, depending on the case, include
the Shape Index [20], a continuous map of principal curvature values of a 3D
object’s surface, the Spin Image [21], a local descriptor of the object’s 3D point
distribution, the Extruded Points [15], a local descriptor of a 3D object’s points
that extrude most and the Edge Response [22] descriptor, a local descriptor of
the 2D texture gradient of a 3D object.

3.2 Facial Landmark Detection

At the detection phase, the algorithm first detects candidate landmarks on the
queried facial datasets according to the similarity of the extracted facial features

115



Fig. 1. Process pipeline of landmark detection: (a) extracted candidate landmarks us-
ing feature descriptors; (b) Facial Landmark Model (FLM); (¢) landmark sets consistent
with FLM; (d) resulting optimal landmark set.

with the feature templates. The extracted candidate landmarks are then filtered
out and labeled by matching them with the FLM (Fig. 1) [14, 8, 15, 16].

During the research conducted under this dissertation, several versions of the
presented generalized framework for facial landmark detection were applied. The
most important are summarized in the following:

SISI-NPSS METHOD To locate landmark points, shape index target values
for each landmark class (eye outer corner, eye inner corner, nose tip, mouth
corner and chin tip) were searched for on the shape index map. Subsequently,
the candidate landmark points of the five landmark classes that are obtained
from the shape index map were further filtered out according to the similarity
of their spin images with the spin image templates representing each landmark
class. The resulting candidate landmark points of the five landmark classes were
subsequently filtered out according to their consistency with the FLM. To find
the optimum landmark set, the product of normalized Procrustes distance X
(1-mean spin similarity) was used as a distance metric between the candidate
landmark sets and the FLM.

Fusion METHOD In this method, fusion schemes for combining landmark
features were incorporated into the landmark detection pipeline. To locate land-
mark points the shape index map, the spin image map and the edge response map
were fused into a resultant similarity map, each for every landmark class. The
candidate landmarks for each landmark class were searched on the correspond-
ing resultant similarity map. Subsequently, the candidate landmark points of the
five landmark classes were filtered out according to their consistency with the
FLM. To find the optimum landmark set, the product of normalized Procrustes
distance x (1 — resultant similarity) was used as a distance metric between the
candidate landmark sets and the FLM.
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Fig. 2. Interpose matching using the proposed method: (a) and (b) opposite side facial
scans with extensive missing data and detected landmarks; (c) generic Annotated Face
Model (AFM); (d) and (e) registered and deformed AFM for each scan (facial symmetry
used); (f) and (g) extracted geometry images.

3.3 Partial Face Recognition

The landmark detector provides an initial pose estimation (frontal, right, left)
and indicates occluded areas with missing data for each facial scan resulting
from pose variations. Facial landmark detection is a crucial first step for the
registration of the facial datasets that have to be compared [8,15].

Subsequently, a generic Annotated Face Model (AFM) [7] is registered and
fitted to each facial probe scan, using a subdivision-based deformable model
framework. During fitting, facial symmetry is used to complete the occluded
areas of the face [8, 15]. Signature metadata are extracted using a wavelet trans-
formation on the geometry and normal images of the fitted AFM (Fig. 2). A sim-
ilarity measure between signature metadata of probe and gallery facial datasets
provide the face recognition results.

4 Experimental Results

4.1 Landmark Detection

Test Databases For the performance evaluation of the proposed landmark de-
tector, the largest publicly available 3D face and ear databases were combined.
To evaluate the performance of the method against yaw variations, frontal, semi-
profile and profile facial datasets were used. To evaluate the tolerance of the
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method against expression variations, subjects with varying degrees of expres-
sions were included. To have a measure of the landmark detection error, the
used facial datasets were manually annotated at the queried landmark points.
For frontal facial scans, the FRGC v2 database [23, 24] was used. For side facial
scans, the Ear Database from the University of Notre Dame (UND) [25] was
used.

For the conducted experiments, the following collections of facial datasets
were created:

— DBOOF: Contains 975 frontal facial scans obtained from 149 different sub-
jects, selected from the FRGC v2 database, including subjects with varying
degrees of expressions (45.44% “neutral”, 36.41% “mild” and 18.15% “ex-
treme” ), acquired under varying illumination conditions (e.g. half of the face
shaded).

— DBOOF45RL: a composite frontal-to-profile database with the datasets of
39 common subjects found in the FRGC v2 database and in the UND Ear
database. This database contains 117 (3x39) facial scans having three poses,
frontal (39 scans) and 45° left (39 scans) and right (39 scans).

— DB45L and DB45R: two semi-profile databases with 118 left and 118 right
45° side datasets, which come from 118 different subjects, obtained from the
UND Ear database.

— DBG60OL and DBG60R: two profile databases with 87 left and 87 right 60° side
datasets, which come from 87 different subjects, obtained from the UND Ear
database.

Landmark Detection Evaluation The performance evaluation of a landmark
detector is generally presented by computing the following values, which repre-
sent the localization accuracy of the detected landmarks:

Absolute Distance Error: The Euclidean distance in physical units (e.g.,
mm) between the position of the detected landmark and the manually an-
notated landmark, which is considered ground truth.

Detection Success Rate: The percentage of successful detections of a land-
mark over a test database. Successful detection is considered as the detection
of a landmark with Absolute Distance Error under a certain threshold (e.g.,
10 mm).

Summary results for METHOD SISI-NPSS on all tested databases are pre-
sented in Table 1. The results clearly indicate that the proposed method exhibits
high accuracy and robustness both to yaw and expression variations. The mean
error is under 6.3 mm, with standard deviation under 2.6 mm on all tested facial
scans. Also note that the mean error is under 10 mm for at least 90.4% of the
tested facial scans and the facial side was correctly estimated on over 98.9% of
the tested facial scans.
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Table 1. Summary results for METHOD SISI-NPSS

Mean Error Side
Database mean | stdev < 10 | Detection
(mm) | (mm)| (mm)| Rate
DBOOF 5.00] 1.85|97.85% | 99.90%
DBOOF-neutral 4.52| 1.51]99.32% | 100.00%
DBO0OO0OF-mild 4.95| 1.46(99.72% | 100.00%
DBOOF-extreme | 6.28| 2.60[90.40% | 99.44%
DBOOF45RL 4.97| 1.92(97.44% | 100.00%
DB45R 5.03| 1.92/96.61% | 100.00%
DB45L 4.75| 1.91|97.46% | 100.00%
DB60R 4.95| 1.80]96.55% | 98.85%
DB60L 5.30| 2.49/93.10% | 100.00%

Evaluation of Fusion Schemes The evaluation of the performance of the pro-
posed distance to similarity mappings and fusion schemes for landmark detection
is not a straight-forward task, since there are many factors that characterize per-
formance. As already stated, fusion techniques are expected to improve system’s
accuracy, efficiency and robustness. An equally important characteristic of a
fusion scheme is that of monotonicity, i.e., the addition of a new feature de-
scriptor should improve prior results. A qualitative performance evaluation of
the proposed fusion schemes according to the aforementioned characteristics is
presented in Table 2.

Table 2. Qualitative evaluation of proposed fusion schemes

Accuracy | Efficiency | Robustness | Monotonicity
L-L1 Fair High Fair Fair
L-L2 Fair Low Fair Fair
L-Lg High Fair Fair Fair
Q-L1 High High Fair Fair
Q—-L2 High High High High
Q—Lg High Fair Fair Fair
G-L1 High High High High
G—L2 High High Fair Fair
G-Lg High Fair Fair Fair
L—Lmax Low Low Low Low
Q—Lmax Low Low Low Low
G—Lmax Low Low Low Low
L—Lmin | Unreliable Fair Fair Low
Q—Lmin | Unreliable Fair Fair Low
G—Lmin | Unreliable Fair Fair Low
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Current experimental results show that, in general, the Quadratic (Q) and
Gaussian (G) mappings behave better than the Linear (L) mapping of distance
measure to similarity measure. For the Linear mapping the product rule (Lg)
behaves better than other rules. For the Quadratic mapping the rms rule (L2)
behaves better than other rules. For the Gaussian mapping the sum rule (L1)
behaves better than other rules. Quadratic and Gaussian mappings have almost
the same performance.

Accuracy improvement is more dramatic when the information fused is corre-
lated. In correlated features the performance of one descriptor predicts to some
extent the performance of the other and strengthens the results. On the other
hand highly uncorrelated features have similarity peaks that do not coincide and
degrade the results. Efficiency improvement is achieved by excluding obvious
non-matches, reducing the number of candidate landmarks, for each landmark
class. Fusion, also, reduces system sensitivity to sample-specific, poor-quality or
erroneous descriptors.

We can thus deduce that the best performance in terms of accuracy is ex-
hibited by the Q-L2 and G-L1 fusion schemes, with the Q-L2 exhibiting a slight
better performance than the G-L1 in landmarks’ likelihood area reduction. Q-
L2 and G-L1 also exhibit high robustness in yaw, expression and illumination
variations, and strong monotonicity.

Also landmark localization using the Q-L2 fusion scheme improved the accu-
racy and robustness of the landmark detector (with 3.5—5.5 mm mean landmark
localization error), indicating the superiority of the fusion approach.

4.2 Partial Face Recognition

Test Databases

Combined UND Databases: To evaluate the performance of the proposed
partial face recognition method, a combination of the largest publicly available
3D face and ear databases was used. For frontal facial scans, the FRGC v2
database [23,24] was used. For side facial scans, the Ear Database from the
University of Notre Dame (UND) [25] was used.

For the conducted experiments the following collections were defined:

— UND45LR: Contains 45° side scans from 118 subjects. For each subject, the
left scan is considered gallery and the right is considered probe. Total: 236
scans.

— UNDGOLR: Contains 60° side scans from 87 subjects. For each subject, the
left scan is considered gallery and the right is considered probe. Total: 174
scans.

— UNDOOLR: Gallery set has one frontal scan for each of the 466 subjects.
Probe set has two 45° side scans (left and right) from 39 subjects and two
60° side scans (left and right) from 32 subjects. Total: 608 scans.

In all cases there is only one gallery scan per subject. Also, all subjects present
in a probe set are also present in the gallery set (the opposite is not always true).
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UH Databases: In addition to the UND databases a database with data col-
lected at the University of Houston was used. The database contains 1,075 left
and 1,075 right scans of 281 subjects. The novelty of this database is that each
pair of left and right side scans was acquired simultaneously.

For the conducted experiments the following collection is defined:

— UHDB7LR-M: Contains multiple left and right side scan pairs from 281
subjects. For each subject, one left and one right scan are considered gallery
and the rest are considered probes (1-6 left and 1-6 right scans per subject).
Total: 2,150 scans.

In all cases there is one pair of gallery scans per subject. Also, all subjects present
in a probe set are also present in the gallery set (the opposite is not always true).

The proposed method tackles the problem of matching arbitrary facial scans
(left, right or frontal). This is considerably harder than matching only frontal
scans, since a lot of the facial information is missing and it is not known a priori
whether each scan is left, right or frontal.

Matching facial scans of arbitrary side In this experiment, the performance
of the proposed partial face recognition method, using scans of arbitrary sides
for gallery and probe sets, was evaluated. This is a realistic scenario, as the side
scans (with extensive occlusions that lead to missing data) are very common in
real world applications with unconstrained acquisition. The proposed method
can match any combination of left, right or frontal facial scans with the use of
facial symmetry. Moreover, the proposed method automatically detects the side
of the scan by using the automatic landmark detector. For this experiment we
utilized the UND45LR, UND60LR, UNDOOLR and UHDB7LR-M databases and
the rank-one rates are given in Table 3.

Table 3. Rank-one Recognition Rate between facial scans of arbitrary side

Rank-one Rate

UND45LR 86.4%
UNDG6OLR 81.6%
UNDOOLR 76.8%

UHDB7LR-M 89.1%

In the cases of UND45LR and UNDGOLR, for each subject, the gallery set
contains a single left side scan while the probe set contains a single right side
scan. Therefore, facial symmetry is always used in order to perform identification.
As expected, the 60° side scans yield lower results as they are considered more
challenging compared to the 45° side scans.

In the case of UNDOOLR, the gallery set contains a frontal scan for each
subject, while the probe set contains left and right side scans. This scenario is
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very common when the enrollment of subjects is controlled but the identification
is uncontrolled. Compared to UND45LR and UNDGOLR, there is a decrease in
the performance of the proposed method in UNDOOLR. One could argue that
since the gallery set consists of frontal scans (without missing data), there should
be an increase in performance. However, UNDOOLR has the largest gallery set,
making it the most challenging database in current experiments.

In the case of UHDB7LR-M, for each subject, the gallery set contains a left
and right side scan pair, while the probe set contains multiple left and right side
scan pairs. As expected, since the gallery set has two scans per subject, the per-
formance on this database is the highest among all databases. The performance
difference is substantial compared to UNDOOLR, (89.1% versus 76.8% rank-one).
This indicates that one pair of left and right side scans is more descriptive than
one frontal scan.

5 Conclusion

In this thesis an automatic facial landmark detection methodology has been pro-
posed. Tt offers pose invariance and robustness to large missing (self-occluded)
facial areas with respect to large yaw variations and high tolerance to large ex-
pression variations. The proposed approach consists of methods for landmark
localization that exploit the 3D facial geometry and the modeling ability of
trained landmark models. It has been evaluated using the most challenging 3D
facial databases available, which contain scans with yaw variations of up to 80°
and strong expressions. In these databases it achieved state-of-the-art accuracy
(with 4.5 — 6.3 mm mean landmark localization error), significantly outperform-
ing existing methods.

Also, a novel generalized framework of fusion methods and their application
to landmark detection has been presented. The proposed fusion scheme trans-
forms features to similarities and then combines them to generate a resultant
feature similarity, which is considered as the matching score for the detection of
the queried landmarks. The proposed feature fusion framework is easily exten-
sible to new feature-components, offers significant dimensionality reduction and
works equally well for features extracted from 3D or 2D facial data.

For the proposed fusion scheme different distance to similarity mappings and
different fusion rules have been evaluated. The results indicate that the quadratic
distance to similarity mapping in conjunction with the rms rule for fusion (Q-L2)
exhibits the best performance. Landmark localization using this fusion scheme
achieved state-of-the-art accuracy (with 3.5 — 5.5 mm mean landmark localiza-
tion error), indicating the superiority of the fusion approach.

Finally, a novel 3D face recognition method suitable for real-world biometric
applications was proposed. Unlike most previous methods that require frontal
scans, the proposed method can perform partial matching among interpose facial
scans, even when extensive data are missing. It exploits the 3D landmark detector
to provide an initial pose estimation and to indicate occluded areas with missing
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data for each facial scan. By using facial symmetry to complete missing facial
data, it can handle seamlessly frontal and side facial scans.

The presented method for partial face recognition is extensively evaluated
against a variety of 3D facial databases, achieving state-of-the-art performance
(with average rank-one recognition rate 83.7%), considerably outperforming ex-
isting methods, even when tested on the most challenging data, which contain
scans with yaw variations up to 80° and strong expressions.

The proposed system is suitable for real-world scenarios as the only require-
ment is that half of the face is visible to the sensor, and its computational cost
is low. Using a standard Intel Core 2 Duo 2.2 GHz PC, 18 sec on average are
required to process a facial scan: 9 sec to localize the facial landmarks plus 9 sec
to extract the biometric signature (geometry and normal images). The biometric
signatures can be matched at a rate of 15,000 matches/sec.
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Abstract. This thesis discusses the role of sector-specific regulators in the rap-
idly changing telecommunications industry. In particular, it studies the access
pricing policy which provides the optimal balance between static and dynamic
efficiency that better reflects the changing regulatory goals in a highly variable
economic and technological environment. In fact, there are three distinct phases
in the evolution of the telecommunications markets which directly affect the op-
timal mixture of regulatory policy. These phases are: (i) the migration from a
state monopoly market to a competitive telecommunications industry which re-
flects the past regulatory goal of achieving static efficiency; (ii) the migration
from service-based competition over copper access networks to service-based
competition over NGA networks which reflects the current regulatory goal of
inducing NGA investments without distorting competition; and (iii) the migra-
tion from service-based to facilities-based competition over NGA networks
which reflects the future regulatory goal of promoting dynamic efficiency. It is
obvious that a different regulatory policy is required to be implemented in each
migration phase in order to fulfill the desirable investment and competition out-
comes. This thesis models the regulatory intervention in the telecommunica-
tions market and derives the access pricing policy that achieves the efficiency
goals of each migration phase.

1 Introduction

The liberalization of the telecommunications markets in the United States (US) and
Britain in the early 1980s and in Europe in the late 1990s was the result of the con-
ventional wisdom that competition serves consumers and social welfare better than
the former state monopoly, both from a short-term perspective, where entry and in-
vestment decisions are taken as given as well as from a long-term perspective, where
these are treated as endogenous. However, the migration from a state monopoly mar-
ket to a competitive telecommunications industry required the existence of a sector-
specific regulator for the restructuring process of the telecommunications sector be-
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cause the incumbent upstream monopolist was also a supplier of the final services,
and hence, there was the obvious danger that this integrated firm would seek to ex-
clude competing providers by setting high access prices.

This fact led to a fierce debate about the terms and conditions on which competi-
tors would have unbundled upstream access to the historical operators’ local loop
facilities. The reason is that regulators should achieve too many goals with only one
instrument: the determination of the access charge (i.e. the price that new entrants
should pay to the incumbent in order to have access to its local loop facilities). The
main goals of the regulatory policy are: (i) the achievement of (static) economic effi-
ciency, with a particular focus on improving consumers’ surplus, which is achieved
through low prices and high quality; and (ii) the achievement of dynamic efficiency
so that investment incentives give rise to socially optimal investment decisions.

Static efficiency concerns the short-run regulatory goal to reduce the incumbent’s
market power in order to enable alternative operators (new entrants) to enter the mar-
ket and compete effectively with the incumbent in the downstream (retail) market.
Unbundling of the local loop facilitates entry by allowing new entrants to have the
right to use the same network as the incumbent. As a result, both incumbent and en-
trants have significant incentives to invest in innovative, differentiated services. Such
service-based competition promotes productive efficiency (i.e. existing assets are
utilized efficiently) and allocative efficiency (i.e. existing resources are efficiently
allocated to the economy). Therefore, service-based competition ensures that firms
behave in a competitive manner, and hence, consumers enjoy the welfare gains from
static efficiency (lower prices, better quality and extended variety of services).

On the other hand, dynamic efficiency concerns the long-run goal of access regula-
tion to induce firms to undertake the socially optimal (efficient) investment decisions
in terms of both timing of investments and the extent of network deployment. Accord-
ing to Bourreau and Dogan [1], facilities-based competition, which requires invest-
ments in new competing infrastructures from the incumbents and (especially) en-
trants, leads to efficient investment decisions and adoption of better technologies. In
particular, facilities-based competition is regarded as the only means to achieve sus-
tainable competition since it creates a level playing field between the incumbent and
entrants [2-4]. Facilities-based competition achieves the full benefits of competition,
and hence, consumers enjoy the full welfare gains from dynamic efficiency (maxi-
mum market growth, minimized costs, innovative technologies and services).

It is obvious that since the promotion of efficient entry is a short-run goal in the
transition from state monopoly to private and competitive market structures, access
regulation should indisputably aim at fostering service-based competition. In practice,
both in the United States and in the European Union a light regulation with unregulat-
ed retail prices combined with ex ante regulation of the upstream access component
has become dominant. The Telecommunications Act of 1996 [5] administered by the
Federal Communications Commission (FCC) as well as the European Commission’s
Regulation on Local Loop Unbundling [6] mandated unbundled access to the metallic
local loops of incumbent operators at cost-based prices. According to Armstrong [7],
the chief benefits of cost-based access charges are two-fold. Firstly, there is no need
for information about the demand for the final services. In particular, the only infor-
mation needed is the cost of providing the access which is needed for all access pric-
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ing policies. Secondly, cost-based access regulation is the only access pricing policy
that gives the correct make-or-buy signals to entrants when bypass is a possibility.

Indeed, cost-based access regulation has led to improved service-based competition
in many European countries, and hence, it seems that consumers enjoy the welfare
gains from static efficiency. However, this expectation lacks of theoretical justifica-
tion since academic research has focused on studying the impact of access prices on
an entrant’s incentives to undertake the productively efficient make-or-buy decision.
This thesis contributes to the related literature by studying the conditions under which
(cost-based) access prices induce the entrant to undertake the efficient make-or-buy
decision in terms of both productive and allocative efficiency. This thesis shows that
when the only goal of regulators is to achieve static efficiency, they should simply set
the input prices at the incumbent’s marginal cost of producing the upstream input
since cost-based access prices lead the entrant to undertake the productively efficient
make-or-buy decision which is also socially optimal [8, 9].

However, in the last decade the number of internet users as well as the capacity
they demand has increased dramatically making the traditional access copper net-
works incapable of providing end-users with the demanded bandwidth. On the contra-
ry, the transmission capabilities of fibre are theoretically unlimited. For this reason,
the deployment of fibre access infrastructures, the so-called Next Generation Access
(NGA) networks, has received significant interest among all operators since they are
regarded as the only future proof solution capable to handle future demand [10]. In
addition, investment in NGA networks has also attracted the interest of national gov-
ernments since higher speed broadband services increase the positive impact of
broadband on economic growth, productivity at the firm level, employment growth
and consumers’ welfare [11-14]. However, investment in NGA networks not only
requires a huge initial fixed cost, but also is mainly sunk once the investment has been
made. This implies that potential investors are reluctant to invest in NGA networks
unless they are reimbursed for the risk they incur when investing in such networks. In
other words, cost-based access prices, which are limited to boost entry and promote
service-based competition within one network, discourage both incumbents and en-
trants to invest in new facilities as well as result in a substantial deviation from the
socially desirable investment outcomes implying losses in dynamic efficiency [15].

Perhaps the most challenging task for academics, governments and policy makers
is to design a regulatory policy that encourages investments in NGA networks and
promotes sustainable competition. This implies that regulators aim at facilitating the
migration from service-based competition over copper access networks to service-
based competition over NGA networks. Therefore, the related literature focuses on
proposing alternative regulatory practices which aim at achieving the current regula-
tory two-fold goal.

A first proposal concerns the deviation from cost-based access prices by imple-
menting investment-contingent access charges. This thesis points out that the related
literature fails to take into account the fact that it is uncertain whether the regulator
will set an investment-contingent or a welfare-maximizing access price after the NGA
deployment. In particular, this thesis models this fact in order to study the impact of
regulatory uncertainty on an incumbent’s incentives to undertake the socially optimal
investments in NGA networks [16]. It is found that when the slope of the marginal
investment cost function is not particularly steep in relation to the impact of invest-
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ments on demand, the incumbent underinvests compared to the socially optimal in-
vestment level. On the contrary, in the more realistic case when the impact of invest-
ments on demand is low in relation to the slope of the marginal investment cost func-
tion, the incumbent may overinvest or underinvest depending on the probability of
incorporating an access markup into the access price.

A second proposal concerns the deviation from the permanent regulation of access
by implementing alternative regulatory regimes such as “regulatory holidays” and
“sunset clauses”. Particular attention has received the implementation of the “regula-
tory holidays” access regime, under which the investor is not imposed to any regula-
tory constraints for a pre-determined period of time. The reason for such particular
attention is the implementation of “access holidays” in the US broadband markets and
the dispute between the German government and the European Commission (EC)
about the power of national legislation (which envisioned the provision of “access
holidays” to the German incumbent operator) to limit the discretionary powers of the
national regulator in its exclusive right to assess whether markets should be regulated
or not under EU rules [17].

Obviously, such a regulatory policy provides significant investment incentives but
also ambiguous outcomes in terms of social welfare. This thesis contributes to the
debate about the effectiveness of “regulatory holidays” to provide efficient outcomes
by studying: (i) the impact of geographic price discrimination on an unregulated mo-
nopolist’s incentives to deploy a larger NGA network and on the subsequent social
welfare outcomes [18]; and (ii) the optimal decision of an unregulated operator to
deploy different quality NGA technologies in geographic areas which differ in their
population density [19]. It is found that: (i) the regulator should allow the monopolist
to geographically price discriminate as long as the investment cost is not extremely
low since in this case the monopolist chooses the socially optimal pricing regime; and
(i) although a geographically differentiated NGA investment provides the unregulat-
ed monopolist with incentives to install a nationwide NGA deployment, the monopo-
list underinvests compared to the socially optimal levels of both quality and geo-
graphic coverage.

Even though service-based competition over NGA networks increases both static
and dynamic efficiency, the full benefits of competition are only achieved by facili-
ties-based competition. This explains why the ultimate goal of regulators is to pro-
mote dynamic efficiency which results in maximum welfare gains, maximum market
growth and minimum production costs.

This thesis reviews the proposed regulatory approaches which aim to encourage
access seekers to invest in their own fibre-based access networks when an initial in-
vestor has already deployed an NGA network and sustainable service-based competi-
tion has been established. In addition, a comparison of these regulatory approaches
with the current regulatory framework in the European NGA market as described by
the EC Recommendation shows that the proposed regulatory approaches not only fail
to reflect the basic principles of the EC Recommendation, but also fail to take into
account the fact that the regulatory policy applied in this phase has a direct impact on
the initial investor’s incentives to invest in NGA networks [20].

For this reason, this thesis also presents an innovative theoretical approach that not
only reflects the current regulatory framework in the European NGA market, but also
encourages the initial investor (which is assumed to be the incumbent) to invest in
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NGA networks, although at the same time it incentivizes the entrants to gradually
invest in their own NGA infrastructures. It is shown that the proposed approach,
which is based on the basic principles governing a Credit Default Swap (CDS), pro-
vides an effective migration path towards facilities-based competition over NGA
networks [20].

It is thus obvious that this thesis studies the interplay between the continuously
evolving scope of telecommunications regulation and technological development by
modeling the regulatory intervention and deriving the access pricing policy that
achieves the efficiency goals of each migration phase.

2 Main thesis contributions

2.1  On the social optimality of make-or-buy decisions

Many economists argue that cost-based access prices encourage the right amount
of entry, and hence, lead to service-based competition in the downstream market. On
the contrary, Sappington [21] shows that input (or access) prices are irrelevant for an
entrant’s decision to make or buy an input required for downstream production when
the competition between the providers in the downstream market is described by the
standard Hotelling model. According to Sappington, the reason for this striking result
is that previous studies fail to take into account the impact of a new entrant’s make-
or-buy decision on subsequent retail price competition. When the incumbent sells an
upstream input to the new entrant, the incumbent faces an opportunity cost of expand-
ing its retail output. The incorporation of this opportunity cost into the incumbent’s
total cost makes the incumbent act as if its upstream cost of production were equal to
the specified input price. Therefore, regardless of the input price, the entrant will
choose to buy (respectively, make) the upstream input whenever the incumbent (re-
spectively, entrant) has an innate upstream cost advantage. Hence, the entrant’s deci-
sion always minimizes industry costs and ensures efficient entry and utilization of the
telecommunications infrastructure. Thus, the entrant always undertakes the produc-
tively efficient make-or-buy decision.

In addition, Tselekounis, Varoutas and Martakos [8] complement the work of Sap-
pington by studying the effectiveness of input prices on inducing the entrant to under-
take the socially optimal make-or-buy decision. They show that input prices do not
have an impact on social welfare. The reason is that a marginal increase (decrease) in
the input price causes a unit increase (decrease) in the incumbent’s profits and a unit
decrease (increase) in consumer surplus. As social welfare is the unweighted sum of
industry profits and consumer surplus, it is thus not affected by a marginal change in
input prices. Therefore, input prices are irrelevant not only for the entrant’s efficient
make-or-buy decision, but also for the regulator’s goal to maximize social welfare. In
particular, they show that regardless of the established price of the upstream input, the
entrant’s decision to buy (respectively, make) the upstream input from the incumbent
is socially optimal when the incumbent (respectively, entrant) is the least-cost suppli-
er of the input. As a result, in the equilibrium of the Hotelling model, the entrant un-
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dertakes the efficient make-or-buy decision in terms of both productive and allocative
efficiency regardless of the regulated input price.

However, these results are found to be strongly dependent on the particular model
of downstream competition. Gayle and Weisman [22] consider the impact of input
prices on the entrant’s incentives to undertake the productively efficient make-or-buy
decision under alternative downstream interactions. They show that input prices are
not necessarily irrelevant in the Bertrand vertical differentiation model and are not
irrelevant in the Cournot model. In addition, cost-based input prices always result in
the productively efficient outcome. This implies that departure from cost-based input
prices may distort the efficiency of the entrant’s make-or-buy decision.

Tselekounis, Varoutas and Martakos [9] study the robustness of the result concern-
ing the irrelevance of input prices to the entrant’s incentives to undertake the produc-
tively and allocatively efficient make-or-buy decision when the downstream competi-
tion is not characterized by the Hotelling model but downstream interactions are bet-
ter described by the Cournot or the Bertrand vertical differentiation competition mod-
el. They find that the social optimality of the entrant’s make-or-buy decision is affect-
ed by two crucial factors: (i) the particular level of the price of the upstream input;
and (ii) the cost differential between the incumbent’s and the entrant’s unit costs of
producing the upstream input. For this reason, they obtain the range of input prices
and upstream cost differential that induce the entrant to undertake the socially desira-
ble decision. They conclude that the entrant’s productively efficient make-or-buy
decision is socially optimal for the set of input prices that induce the entrant to under-
take the efficient decision in the case of Cournot competition and is not necessarily
socially optimal in the Bertrand vertical differentiation model.

It is thus obvious that the particular model that describes the competition in the
downstream market as well as each provider’s efficiency in producing the upstream
input have a significant impact on the social optimality of the entrant’s (efficient)
make-or-buy decision. This implies that regulators should have perfect information
about each provider’s unit cost of producing the upstream input and the way that the
two providers compete in the downstream market in order to draw their optimal ac-
cess pricing policy. However, when the only goal of regulators is to achieve static
efficiency (e.g. in the transition from state monopoly to private and competitive mar-
ket structures), they should simply set the input prices at the incumbent’s marginal
cost of producing the upstream input since the results of [9] show that regardless of
the type of competition, cost-based access prices lead the entrant to undertake the
productively efficient make-or-buy decision which is also socially optimal.

2.2 Investments in Next Generation Access infrastructures under regulatory
uncertainty

The related literature discusses the effectiveness of two different regulatory ap-
proaches on the regulator’s current goal to achieve the socially efficient investment
level when it sets the access price after the investment decision of the incumbent. The
first approach supports that the regulator sets a particular investment-contingent ac-
cess price, which compensates the incumbent for the investment risks, in order to
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provide significant investment incentives. On the contrary, the second approach ar-
gues that the regulator deviates from such ex ante known access price (once the in-
vestments are in place) by setting the access price at the marginal cost of providing
the access in order to maximize social welfare.

Tselekounis and Varoutas [16] modeled the more realistic case in which the regula-
tor sets the access price at the marginal cost of providing the access with some proba-
bility and gives an access markup, which equals the average cost of the investments,
with the complementary probability. Therefore, it is uncertain which of the two as-
sumptions made in the related literature will prevail when the new access infrastruc-
tures are in place.

A non-commitment setting is used in order to take account for regulatory uncer-
tainty. In addition, the retail (downstream) market is characterized as an unregulated
duopoly market in which the incumbent and the entrant choose quantities simultane-
ously and independently (i.e. firms compete 4 la Cournot). The level of NGA invest-
ment undertaken by the incumbent leads to an outward parallel shift in the demand,
and hence, NGA investments have a positive impact on the demand for the new fibre-
based services. Furthermore, the incumbent faces a quadratic NGA investment cost
function with respect to the investment level implying that the slope of the marginal
investment cost function is linear and increasing in the investment level.

The privately and the socially optimal investment levels are derived as a function
of the probability @<[0.1] of incorporating into the access price an access markup,
which equals the average cost of the investments, in order to fully compensate the
incumbent for the NGA investment risk. A first significant finding is that a marginal
increase in such probability positively affects the private investment incentives and
negatively affects the socially optimal investments. The comparison of the privately
and the socially optimal investment levels show that there is a unique positive value
a of the probability of incorporating into the access price an access markup which
induces the incumbent to undertake the socially optimal investments. If o >da (respec-
tively, @ <a), the NGA investment level chosen by the incumbent is higher (respec-
tively, lower) than the socially optimal one. This implies that any deviation from the
socially optimal investment level leads to welfare losses.

A second significant result is that the derived value of & is significantly affected
by the impact of the investments on demand and the slope of the marginal investment
cost function. In particular, the value of & is positively affected by an increase in the
impact of investments on demand and negatively affected by an increase in the slope
of the marginal investment cost function (ceteris paribus). This implies that, for a
given slope, higher consumers’ valuation for the NGA services results in higher &,
which in turn leads to higher efficient investment levels. In other words, higher con-
sumer consumers’ valuation for the NGA services makes the investments more social-
ly desirable, and hence, the socially optimal investment level is achieved for a higher
probability of compensating the incumbent for the investment risks. This result posi-
tively affects the incumbent’s investment incentives, and hence, the achieved efficient
investment level increases as well.

On the contrary, for a given positive impact of the investments on demand, a steep-
er slope of the marginal investment cost function leads to lower values of @. This
implies that as the NGA investment becomes marginally more expensive, the society
is better off by a lower NGA deployment which is achieved by a higher probability of
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setting the access price at the marginal cost of providing the access. Therefore, the

efficient NGA investment level is achieved for lower values of & .

Combining the two aforementioned significant results leads to the main result of

Tselekounis and Varoutas [16]:

(i) When the slope of the marginal investment cost function is not particularly steep
in relation to the positive impact of investments on demand, the incumbent al-
ways underinvests compared to the socially optimal investment level. The reason
is that the critical value of the probability of including an access markup into the
access price (&) is higher that 1. This implies that the socially desirable outcome
cannot be achieved even if the regulator commits to an access price scheme that
includes an access markup equal to the average cost of the investments. In this
case, a higher access markup which leads to @ <1 seems to be socially desirable.

(il)) On the contrary, in the more realistic case when the impact of investments on
demand is low in relation to the slope of the marginal investment cost function,
the incumbent may overinvest or underinvest depending on the probability of in-
corporating an access markup into the access price. In this case @<(0,1), and
hence, the incumbent overinvests for high probability of incorporating an access
markup into the access price and underinvests for low probability values. As a re-
sult, the optimal social welfare outcome cannot be achieved with the incumbent’s
profit maximizing investment level when a # . This implies that regulatory un-
certainty significantly affects the incumbent’s incentives to undertake the socially
optimal investments in NGA networks.

23 A CDS approach to induce facilities-based competition over NGA
networks

Tselekounis, Varoutas and Martakos [20] propose an innovative approach that re-
flects the current regulatory framework in the European NGA market as described by
the EC Recommendation. In particular, the proposed approach models the basic prin-
ciples of the EC Recommendation and then assesses its effectiveness on inducing
facilities-based competition over NGA networks. This implies that this approach can
be included in the literature that departs from assessing the efficiency outcomes of the
regulation of the copper access networks. The aim of the proposed approach is to
meet the current and the future regulatory goals by tackling the initial trade-off be-
tween encouraging the incumbents to invest in NGA networks and fostering competi-
tion, while incentivizing the entrants to gradually climb the ladder of investment when
the NGA investment is proven to be successful. Therefore, the proposed approach
provides a theoretical approach to encourage the deployment of a nationwide NGA
network (i.e. maximize the potential investment outcome in terms of geographic cov-
erage) with the ambition to finally reflect the socially desirable choice as reflecting in
an effective migration path towards facilities-based competition over NGA networks.

The structure and the implementation of the proposed approach are based on the
basic principles governing a Credit Default Swap (CDS). A CDS contract is an
agreement between two parties, the protection buyer and the protection seller. The
first party to the contract, the protection buyer, wishes to insure against the possibility
of default on a bond issued by a particular company. The company that has issued the
bond is called the reference entity. The second party to the contract, the protection
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seller, is willing to bear the risk associated with default by the reference entity. The
protection buyer of the CDS makes a series of payments (the CDS "fee" or "spread")
to the protection seller and, in exchange, receives a payoff in the event of a default by
the reference entity. If a default does not occur over the life of the contract, the con-
tract expires at its maturity date, and hence, the protection seller does not make any
payments to the protection buyer.

In an NGA context, the incumbent, which invests in NGA networks, and the regu-
lator agree on a business plan that allows the incumbent to recover the investment in a
nationwide NGA deployment during a certain period of time. If the investment has
not been recovered at the end of this period, the regulator commits itself that it will
compensate the incumbent for the unrecovered part of the investment. After the end
of this period, no regulatory remedies will be imposed to the incumbent (sunset
clause). In exchange, the incumbent should make periodic payments to the regulator.
However, the regulator chooses to subtract this amount from the payments that an
access seeker makes to the incumbent in order to have access to the NGA networks.
This implies that the incumbent does not pay a periodic fee to the regulator but he
subtracts this amount from the access payments he receives. If, however, the invest-
ment has been recovered before the end of the clause, the regulator does not make any
payment to the incumbent, the incumbent stops making indirect periodic payments to
the access seeker and no remedies imposed to the incumbent. In such contract, the
incumbent is the protection buyer and the regulator is the protection seller which will
compensate the incumbent in the case of a default event (i.e. if the investment has not
been recovered at the end of the pre-determined period).

In addition, the model proposes that the contract commits the regulator to apply a
certain policy during the whole pre-determined period. This policy, which concerns
the derivation of the access pricing formula as well as its evolution over time, is
known to the incumbent ex ante. In particular:

At time 7=0 the incumbent and the regulator agree on a business plan that allows
the former to have recovered the investment in NGA networks at time =T with a
given probability. Or, in other words, they estimate the probability of default ( Po) as
well as the corresponding unrecovered part of the investment ( Xo) at the end of the
pre-determined period. The subscript “0” denotes the values of the parameters P: and
X, , 1€[0,T] at the time that the estimation takes place (i.e. =0 in this case). Based
on the estimated values of Xo and Po, they assess the amount of the periodic pay-
ments ( Ko) that the incumbent should make to the regulator. This implies that if the
estimated demand parameters at =0 coincide with the actual ones during the whole
predetermined period 7, the total amount of the periodic payments will be 7Ko. How-
ever, the regulator chooses to not receive such payments but to subtract this amount
from the access payments. Therefore, the reduced access payments that the entrant
will finally make to the incumbent from #=0 to =T are given by:

=T
AP+ =Wc) 0 —TKo
= 1)

or

APoyr=Wc—R, > ,F
( );Q @
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where Wc denotes the cost-based access price, o/ represents the estimated number
of consumers served by the entrant at time ¢ and Ro is a regulatory parameter such
that
=T E
RogQ, K, 3

Therefore, the access price that the entrant pays to the incumbent during the T
years is given by Wo=Wc—R.). However, the regulator reviews this access price at
pre-determined periods. In each periodic review the regulator may increase or de-
crease the access price according to whether the NGA investment (at the time of each
review) is more successful (i.e. an upside case) or less successful (i.e. a downside
case) than the initial estimations.

It is shown that in an upside (respectively, downside) case, the implementation of
the basic principles governing a CDS contract requires a proper increase (respective-
ly, decrease) in the access price through a proper decrease (respectively, increase) in
the regulatory parameter Ro. Therefore, an endogenous access pricing rule encourages
the entrants to climb the ladder of investment in each upside case. On the contrary,
such endogenous access pricing rule provides the entrants with disincentives to invest
in each downside case. However, in the latter case, the regulator’s goal is to increase
the total demand rather than to incentivize the entrant to invest in NGA networks. The
reason is that the entrant invests in NGA networks only when the NGA investment is
successful. Therefore, the regulator should first promote the success of the NGA in-
vestment and then encourage the entrant to invest in its own facilities. It is obvious
that in the downside cases the proposed approach fulfills in enhancing the diffusion
process since a lower access price facilitates service-based competition over NGA
networks. As a result, such an access pricing policy increases the probability of an
upside case in the next regulatory review.

Therefore, the proposed approach will eventually lead to the recovery of the NGA
investment at the end of the pre-determined period or even earlier. This implies that
although its limitations and its potential implementation shortcomings, the proposed
approach, which is based on the basic principles governing a Credit Default Swap
(CDS), tackles the initial trade-off between encouraging the incumbent to invest in
NGA networks and fostering competition, while it incentivizes the entrant to gradual-
ly climb the ladder of investment. As a result, the proposed approach represents an
effective path towards facilities-based competition over NGA networks.

3 CONCLUSIONS

The telecommunications industry is the most rapidly evolving network industry
since it has undergone extensive changes in recent decades. Although these changes
are mainly related to technological advancements, the regulatory policy has played a
significant role in the promotion of competition and innovation. This thesis models
the regulatory intervention in the telecommunications market and derives the access
pricing policy that achieves the efficiency goals in each of the three major migration
phases in the structure of the telecommunications industry.

Firstly, the framework during the migration from a state monopoly market to a
competitive telecommunications industry is modeled in order to study the impact of

134



access prices on the entrant’s incentives to undertake the efficient make-or-buy deci-
sion in terms of both productive and allocative efficiency. It is found that the particu-
lar model of competition that describes the competition in the retail market signifi-
cantly affects the effectiveness of access prices to achieve static efficiency. However,
cost-based access regulation, which has been widely adopted by the regulatory au-
thorities, is found to promote both productive and allocative efficiency regardless of
the competition conditions. Therefore, theoretical modeling shows that usage cost-
based prices achieve the past regulatory goal concerning the promotion of static effi-
ciency.

Secondly, this thesis reviews the research articles which study the effectiveness of
cost-based access prices on achieving the current regulatory goal to promote service-
based competition over NGA. The related literature concludes that mandating access
to NGA networks at usage cost-based prices discourages both incumbents and en-
trants to invest in such networks. Therefore, the research focuses on studying alterna-
tive regulatory schemes that may promote both investments and competition. The
most significant deviation from the permanent regulation of access at usage cost-
based prices concerns the implementation of non-cost-based access prices.

The related literature concludes that investment-contingent access prices can in-
duce the incumbent to undertake to socially optimal investments in NGA networks
(i.e. promote both static and dynamic efficiency) under certain conditions concerning
the demand and cost structure. However, these studies do not take into account the
fact that regulators have significant incentives to deviate from such schemes once
NGA networks have been deployed by setting a cost-based access price in order to
maximize social welfare. This thesis models this fact in order to study the impact of
regulatory uncertainty on an incumbent’s incentives to undertake the efficient invest-
ments in NGA networks. It is found that the feasibility of the socially optimal out-
come is not only affected by the demand and cost structure, but also by the perceived
regulatory uncertainty.

Thirdly, this thesis points out that the current and the future regulatory goal of
promoting dynamic efficiency through facilities-based competition are closely related,
and hence, a combined regulatory policy should be applied. As a result, it proposes an
innovative regulatory approach which is based on the basic principles governing a
CDS contract. It is shown that under quite general but plausible assumptions about
demand and cost factors, the proposed approach can induce an efficient migration
towards facilities-based competition over NGA networks. It is thus obvious that this
thesis not only discusses the past, the present and the future state of telecommunica-
tions networks, but also significantly contributes to the literature which studies the
optimal access pricing policy that achieves the past, the current and the future regula-
tory goals.
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Abstract. The present thesis aims to study resource allocation techniques in
fixed wireless networks in order to optimize their spectral efficiency as well as
to investigate alternative broadband transfer methods. A brief overview of
broadband wireless access networks with their characteristics is given and the
fundamental resource management techniques proposed in the open technical
literature are also referred. Then, a typical wireless broadband network model is
presented and a comprehensive review of the key resource management tech-
niques proposed in the literature is given. Following this, the proposed resource
management techniques are presented and compared using proper simulation
results.

On the other hand, the analytical model of a wireless broadband traffic mod-
el over a terrestrial wireless optical link is analyzed. Its performance is extract-
ed using analytical expressions of the average outage probability and the aver-
age error probability metrics. Appropriate simulation results are depicted as
well. Furthermore, a network architecture comprising of several high amplitude
platforms communicating with each other using optical links, is introduced in
order to transfer broadband traffic over long distances. The outage probability
performance is examined using either one-hop or multi-hop scenarios and suit-
able numerical results are provided. Finally, concluding remarks are summa-
rized and suggestions for further research are indicated.

Keywords: Resource management, interference management, free space op-
tics, fading, turbulence, pointing error.

1 Dissertation Summary

The vision of ‘broadband to all’ has necessitated the deployment of fixed wireless
access (FWA) as an alternative technology in order to provide broadband access to
geographical areas where the cost of wired infrastructure is extremely high. Such a
technology is the Worldwide Interoperability for Microwave Access, commonly
known as WiMAX, which is based on the IEEE 802.16 standard. The continuously

* Dissertation Advisor: Dimitris Varoutas, Assistant Professor
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growing demand for higher data rates and bandwidth-consuming services becomes a
driving force toward larger channel widths and wider spectrum block allocation con-
sequently. Traditional frequency planning with high reuse patterns wastes the limited
available spectrum, especially in the lower regions of the WiMAX frequency opera-
tion band. Therefore a full frequency reuse in each sector of each cell is a very attrac-
tive alternative to fulfill this challenge.

However, such an approach results in high co-channel interference (CCI), which
arises from concurrent intracell and intercell transmissions, and affects significantly
the users’ quality of service (QoS). Several approaches have been proposed in the
literature for CCI reduction. An increased effort is focused on the corresponding time
domain radio resource allocation techniques (RRA) [1-4] in order to organize the
total amount of interference.

Another critical issue is the transfer of broadband traffic (e.g. WIMAX based traf-
fic) in remote terminal stations in order to improve coverage, flexible access and re-
duce the cost of deployment. An effective solution is the transportation of radio sig-
nals between a central base station and multiple radio access units in optical form and
the transmission through a fiber optic. Radio over Fiber (RoF) transmission [5] has a
number of advantages but installation cost may be prohibited. Hence, it is not always
feasible its deployment in practice. In this case, the transmission of radio signals on
Free Space Optics (FSO) links combines the benefits for ease deployment in wireless
links and high capacity enabled by fiber optic technologies. Several Radio over FSO
(RoFSO) systems studies have been recently presented in the literature [6-9].

Obviously, as the terminal stations are located in increasingly greater distances sat-
ellite communications becomes a dominant alternative for broadband traffic transfer-
ring. Nevertheless, excessive high power requirements and high installation costs are
serious disadvantages and an alternative high challenging solution is to employ a
network consisting of high altitude platforms (HAPs). HAPs combine some of the
most distinctive characteristics of terrestrial wireless and satellite communication
systems, e.g., broad service areas, great capacity, low transmission delay, adequate
power consumption, etc. They are located in the stratosphere, approximately 25km
above the ground, and remain stationary, maintaining, thus, the same behavior as
geostationary satellites. However, the short distance between HAPs and ground sta-
tions, lead to lesser power demands and much smaller round trip delays, making this
technology quite attractive for broadband services in next-generation wireless com-
munications [10].

The overall performance of outdoor FSO systems depends upon the climatological
conditions and the general characteristics of the transmission paths. Furthermore, the
transfer of broadband traffic over FSO links has not been adequately investigated in
the literature. That was one of the motivations for this thesis and the contributions
include detailed performance analysis of WiMAX RF signals transferring through two
alternative FSO technologies. At first, an FSO terrestrial link is considered where
turbulence effects for the FSO subchannel and composite fading effects for the RF
subchannel are adopted [11,12]. Then, a multi-hop HAP network is examined [13].
These HAPs take the role of terrestrial base stations and collect the WiMAX traffic
from the area they cover. They have transparent transponders that convert the Wi-
MAX signals to optical ones and the reverse. The optical signals are transmitted from
the source to the destination HAP through inter-HAP links and the traffic is delivered
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by this way to the end users after RF conversion. In addition, the optimization of
spectral efficiency for the downlink segment of a FWA network is examined and
three effective resource allocation methods are proposed and analyzed. The basic idea
of the first proposed algorithm is the avoidance of the major interferers by using dif-
ferent allocation schemes for the even and odd sectors [14, 15]. This algorithm is
enhanced with the adoption of multi-mode modulation schemes [16]. Finally, the use
of alternate polarization allocation (PA), as a means to decrease the interference into
the desired signal in conjunction with a time domain RRA technique is proposed in
[17, 18]. The proposed architectures were evaluated with realistic sets of parameters
and closed form expression and simulation results are presented.

2 Results and Discussion

2.1 A RRA scheme for FWA systems with avoidance of major interferers

As it has been proposed in [3], ESRA examines a packet switched broadband wire-
less network using time division multiple access (TDMA) technique and time division
duplexing (TDD) with full frequency reuse. The service area is divided in hexagonal
cells and sectors are labeled from 1 to 6, counter-clockwise, in such a way that there

are no adjacent sectors bearing the same label (Fig. 1).
Major intracell

interferers for
sector 1
NN Major intercell
NN 1 5 \
N __-- interferes for

- sector 1

Fig. 1. Major interferers for the downlink direction of the hexagonal cell layout.

The frame is divided into six subframes (SBs), which are further divided into mini-
frames (MF) labeled from 1 to 6. Each sector schedules packets for transmissions in
available MFs of each SB following the staggered order of Fig. 2a.
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Fig. 2. Three concurrent transmissions for sector 1 according to (a) ESRA and (b) proposed
method.

According to this order, sector 1 schedules packets for transmissions in SB 1 (de-
noted by a). For further packet transmissions, exploiting Base Station (BS) directional
antennas, it uses SB 4, which is the first SB of the opposite sector. The next options
for sector 1 will be the available MFs of the first SBs of the other two opposite sectors
(i.e. sectors 5 and 3) clockwise and the last two options will be the available MFs of
the first SBs of the adjacent intracell sectors (i.e. sectors 2 and 6) clockwise too. The
same procedure is applied to the other sectors. Terminals are classified into six classes
according to the number of maximum tolerable concurrent transmissions following
the staggered order of Figure 2a. For example, a class 3 terminal of sector 1 tolerates
the following three concurrent transmissions: sectors 1-4-3 in SB 1, sectors 4-1-6 in
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SB 4 and sectors 5-2-1 in SB 5 (Fig. 2a). The degree of concurrent transmissions of
each MF is defined on its label. More precisely, MF 1 allows only 1 packet transmis-
sion; MF 2 allows 2 concurrent packet transmissions and so on. Terminal classifica-
tion is based on the reception quality of their location that depends on antenna charac-
teristics (3dB beamwidth and Front-To-Back (FTB) ratio), shadowing and distance
from serving BS. The reception quality may be improved through a macrodiversity
procedure (i.e. selection of serving sector). Each MF with the same label has the same
number of timeslots in each SB (MF i has n;, i = 1, 2,...,6 timeslots in each SB). The
size of MFs is chosen to match the expected traffic load and is a mechanism to in-
crease the overall throughput.

For a typical FWA system, throughput enhancement is achieved by upgrading the
number of higher classes’ terminals through advanced methods of major intercell and
intracell interferers’ avoidance. As shown in Fig 1, the major interferers for sector 1,
under a simple path loss model, comes from the shadowed intracell sectors 2 and 6
(due to overlapping sector antenna patterns) as well as from shadowed intercell sector
3 (because of the front lobe of sector antenna 3 that point directly to the terminals of
the tagged sector) and the opposite shadowed sector 2. Following the ESRA staggered
order (Figure 2a) for higher terminal classes (i.e. classes 4, 5 and 6) the major intra-
cell interferers are appearing not only solely but also together.

The proposed method [14, 15] is based on a different allocation scheme for odd
and even sectors, which is examined and proposed as follows. The sector 1 schedules
packets for transmission in SB 1, as shown in Fig. 2b. If there are more packets for
transmission, it uses the available MFs of SB 4, which are the first SB of the opposite
sector, in order to exploit the BS directional antennas and the low level of interfer-
ence. All sectors follow this procedure for the first two SBs. However, the next two
options for sector 1, according to the staggered order will be the available MFs of the
first SBs of the other two opposite sectors (i.e. sectors 5 and 3) clockwise and the last
two options will be the available MFs of the first SBs of the two adjacent intracell
sectors (i.e. sectors 6 and 2) counter-clockwise. This concept is applied to the odd
labeled sectors (i.e. sectors 3 and 5). On the contrary, for sector 2, the next two op-
tions will be the available MFs of the first SBs of the other two opposite sectors (i.e.
sectors 4 and 6) counter-clockwise while the last two resorts will be the available MFs
of the first SBs of the two adjacent intracell sectors (i.e. sectors 3 and 1) clockwise.
This procedure is repeated for the even labeled sectors (i.e. sectors 4 and 6). This
situation is exploited by the proposed method in order to increase the number of class
3 terminals due to the fact that each sector is interfered only by one adjacent intracell
sector in contrast with ESRA where each sector is interfered by both adjacent intracell
sectors one after the other. More explicitly, in the case of three concurrent transmis-
sions (class 3 terminals) of sector 1, Fig. 2a presents the allocation scheme based on
ESRA and Fig. 2b the proposed scheme. Sector 1, following the ESRA staggered
order, is interfered in SB 4 by sector 6 (one dominant intracell interferer) and in SB 5
by sector 2 (the other dominant intracell interferer). On the other hand, following the
proposed staggered order, sector 1 is interfered in SBs 4 and 5 by sector 2 (i.e. the
same dominant intracell interferer). As a result, the proposed method upgrades the
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fraction of terminals that tolerate three concurrent transmissions enhancing the maxi-
mum throughput per sector.

2.2 Performance improvement of FWA systems using multi-mode modulation
schemes

The classification procedure presented in the previous section is based on the worst
case scenario, so that all users are guaranteed a minimum QoS for a given signal to
interference ratio threshold (SIRy,). However, this procedure produces a different
signal to interference ratio (SIR) for each terminal in each SB. Indeed, each class-i
terminal has i respective SIRs in i different SBs. Therefore, a SIR margin becomes
available for each terminal and i different SIR margins may be expected from SB to
SB. It is well known that a higher SIR supports a higher modulation mode and there-
fore a larger number of bits per symbol. Approaches proposed in [3,14,15] ignore
these SIR margins and adopt a single modulation mode according to the specific
SIRy, used in the classification procedure. The motivation of [16] is to examine the
possibility of utilizing the above SIR margins by adopting higher modulation modes.
A performance enhancement in each sector is then expected.

The adoption of different modulation modes affects the TDMA frame structure
(Fig. 3). The time sharing of MF among terminals using the same modulation mode
induces its further partition into N4 micro-frames, where N4 is the number of
the adopted modulation modes. It is noticed that one mode is assigned to each micro-
frame. In [16] it is shown that the adoption of multiple modulation modes induces a
maximum throughput per sector enhancement exceeding 50%.
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Fig. 3. TDMA frame and proposed MF structures.
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2.3  Performance improvement of FWA systems by conjunction of dual
polarization and time domain RRA technique

The CCI reduction is a major challenge and the proposed RRA algorithms signifi-
cantly improve the maximum throughput per sector. However, a further improvement
would be achieved by jointly utilizing a scheduling algorithm and an alternate polari-
zation allocation (PA) scheme as presented in [17, 18].

The service area is divided in hexagonal cells and triangular sectors. Each sector is
equipped with its own directional antenna and labeled from 1 to 6 counter-clockwise,
in such a way that there are no adjacent sectors bearing the same label (Fig. 4). Each
sector is connected with the IP backbone network through a switching module. The
labels of three adjacent cells are rotated by 120°, in respect one another, creating a
cluster (contained in the heavy line in Fig. 4) whose pattern is repeated across the
entire service area. Adjacent sector antennas use alternate polarization so as to max-
imize isolation among them and increase the communication quality. Users use roof-
top directional antennas pointing to their respective sector antenna following the po-
larization pattern. The beamwidth of a sector antenna has to be wide enough in order
to serve the entire sector, whereas the beamwidth of each terminal antenna must be
more directional to lower interference.

S
S

Horizontal Vertical
polarization polarization

Fig. 4. A representative part of the hexagonal cell layout consisting of 4 clusters.

Considering an FWA network without a PA pattern, it is clear that the most signif-
icant amount of intracell interference, for each sector, is originating from its two adja-
cent sectors due to the overlapping sector antenna patterns. However, under the pro-
posed framework, each sector antenna is transmitting with orthogonal polarization
with respect to its adjacent sector antennas. Hence, the amount of intracell interfer-
ence is significantly reduced and the maximum throughput per sector is further in-
creased.
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2.4  Transfer WiMAX signals via terrestrial optical wireless links

In [11, 12] we consider a terrestrial FSO link which is used to deliver WiMAX
traffic from one geographic region to another. The overall system configuration is
composed of the optical and the wireless subsystems. We assume that the WiMAX
traffic from heterogeneous networks reaches the optical transmitter through an access
gateway. The transmitter (Fig. 5b) converts the electrical signal to laser. It is com-
posed of a modulator, a laser driver, a light-emitting diode (LED) or laser, and a tele-
scope as a whole. The laser propagates through the atmosphere to the receiver assum-
ing a Gaussian beam wave model.

The receiver (Fig. 5b) uses a direct detection scheme and includes a telescope, a
filter, a positive—intrinsic-negative (PIN) photodetector, and a trans-impedance am-
plifier. Depending on cost restrictions and reliability requirements, a tracking and
pointing subsystem may be implemented in both sides of the communication link to
maintain transmitter—receiver alignment.

The electrical signal is guided to a WiMAX base station and delivered to the users
located there. The WiMAX standard is based on the OFDM standard utilizing a large
number of closely spaced orthogonal subcarriers.

(a)

FSO channel * RF channel *

Transmitter (Tx) Receiver (Rx) WiIMAX network

Optical to >
Access
gateway ™ RF .
conversion
(b)
+ FSO channel
Transmitter Receiver

Receive
electronics

Transmit
electronics

Laser FSO FSO Photo-
diode » antenna» diode

Fig. 5. (a) Optical and RF subsystem (b) Optical subsystem.

An appropriate channel model is adopted, which entails some of the most critical
impairments of the optical channel, i.e., attenuation, turbulence, pointing error effects,
as well as of the RF channel, i.e., path loss, shadowing, and fast fading, is taken into
account. The overall link budget and a closed-form of the outage probability of the
system are deduced. Several analytical results are depicted using a realistic set of
parameter values, to lend a helpful insight to the performance of the proposed archi-
tecture.
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2.5  Transfer WiMAX signals using an FSO multi-hop HAP network

In [13], we present a novel HAP network architecture which aims at delivering
WiMAX services to extremely far distances on Earth using multi-hop routing. HAPs
in the network take the role of terrestrial base stations and collect the WiMAX traffic
from the area they cover. They have transparent transponders that convert the Wi-
MAX signals to optical ones and the reverse. The optical signals are transmitted from
the source to the destination HAP through inter-HAP links and the traffic is delivered
by this way to the end users after RF conversion. In such an architecture, we deter-
mine the WiMAX quality of service (QoS) by minimizing the outage probability for
the network configuration.

The source HAP (Tx HAP in Fig. 6) communicates with the destination HAP
through R;, i=1,2,...,N -1 optical transceivers, which act as relays-nodes all being in
equidistance dy, i.e., there are N point-to-point propagation links before the laser sig-
nals arrive to the destination. Relay assisted transmission is a common technique in
wireless RF communication systems since it provides a broader and more efficient
coverage and can be used as a fading mitigation tool. Every intermediate node in a
multi-hop network acts as a router that forwards traffic towards its destination. In
[13], we consider N-1 relays where each one has knowledge of the channel state of
the previous hop. We assume the use of amplify-and-forward (AF) relays which just
amplify and forward the incoming signal without performing any sort of decoding.
These relays use less complex circuitry compared to decode and forward (DF) ones,
which decode the signal and then transmit the detected version to the destination ones.

The destination HAP (Rx HAP in Fig. 6) receives the optical power using a tele-
scope. Optical light can be concentrated by using lenses and mirrors, or any combina-
tion of them. A filter helps to remove the background radiation from entering the Rx
which generally creates shot noise and saturates the detector. The optical signal from
the output of the filter propagates to the detector, which converts it to an RF electrical
signal using a photodetector [19]. Finally, the RF electrical signals are delivered to the

end users located in the HAP Rx area.
Optical Point — to — Point links

RF Point —to — RF Point —to —

Multi-Point links TN Multi-Point links

Fig. 6. HAP network configuration.
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The overall performance is examined by using a channel model which incorporates
laser path loss as well as pointing error effects. A closed-form of the outage probabil-
ity of the system is extracted and several analytical results are depicted adopting a
realistic set of parameter values.

3 Conclusions

In the context of this dissertation we examined advanced RRA methods for the
downlink of a FWA network as well as the transfer of broadband traffic via optical
wireless links.

More precisely, we presented a RRA which improves the ESRA method in terms
of throughput per sector by increasing the number of terminals that tolerate more
concurrent transmissions. For a typical radio environment, a 10% increment of the
maximum throughput per sector with respect to ESRA method is achieved. It’s worth
mentioning that the proposed RRA scheme performs better under realistic transmis-
sion conditions and with various types of antennas and exploits better low perfor-
mance antennas, which present large beamwidths and FTB ratios.

Furthermore, the SIR margin, induced by the terminal classification procedure, in a
TDMA FWA system is examined and analyzed. An advanced frame structure is pro-
posed, facilitating the utilization of multiple modulation mode schemes. It has been
shown that a significant throughput improvement is achieved, for various SIRy, val-
ues, used in terminal classification procedure.

The third contribution includes an integrated time domain RRA technique of con-
current transmissions and polarization alternation pattern for the downlink direction
of an FWA system. The proposed scheme presents an enhanced performance since the
PA pattern incorporation reduces significantly the impact of dominant interferers. It
must be noticed that the proposed scheme performs better under worst propagation
conditions and exploits better low-performance antennas, which present large beam-
widths and small FTB ratios.

Moreover, we constructed a simple but adequate architecture to investigate Wi-
MAX transmission over terrestrial FSO channels. The channel model considers the
laser link and the WiMAX communication system parameters used in practice. Spe-
cifically, some of the most critical impairments of the optical channel, i.e., path loss,
turbulence, pointing error effects, as well as of the RF channel, i.e., path loss, shadow-
ing, and fast fading were taken into account, and an analytical derivation of the outage
probability was obtained. The feasibility of the proposed architecture was further
evaluated with a realistic set of parameter values and depicted using proper graphs.
The present architecture may constitute the outset of adopting and evaluating more
complicated and, at the same time, more realistic ROFSO deployment scenarios. In
this vein, the incorporation of forward error correction schemes in order to increase
the overall performance seems to be quite challenging and such an extension is a sub-
ject of ongoing research.

Finally, we presented an alternative method to deliver WiMAX services at ex-
tremely far distances on Earth by using a HAP network. A source HAP collects the
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traffic from the multi-hop routing through a number of intermediate HAPs. HAPs
communicate with each other using laser links. After reaching the destination HAP,
the traffic is transformed in RF form and delivered to the end users on Earth. The
optical HAP transceiver and the laser inter-HAP channel, that takes account of the
pointing error statistics, were analytically described. At first, we considered the case
where the source directly communicates with the destination and then we generalized
to a relayed scenario. We particularly focused on the outage probability at the ground
users and presented proper graphical results for the performance evaluation of the
network. The obtained results can serve as a guideline for designers to predict and
evaluate a HAP network ability to deliver broadband services in practice. The analysis
conducted assuming a typical parameter set mainly used in practical systems. Howev-
er, a thorough investigation is necessary in order to find the appropriate set for better
performance. The choice for example of optimum gains and the beam divergence
angle is a crucial point before the implementation process. Random angular jitter
affects the overall performance and therefore proper tracking systems need to be con-
sidered. The present analysis can be extended in a number of ways. For instance, it
would be interesting to consider nonlinear laser diodes and examine the effect of in-
termodulation distortion which is often present in practical laser links. Another exten-
sion is the consideration of turbulence in optical links for large inter-HAP distances.
Fading may also be included in the RF downlink link. These additions would increase
the mathematical complexity of the model but on the other hand make it much more
reliable. Since practical HAP networks are currently working using microwave links,
the idea of evaluating the performance of RF multi-hop links would be of particular
help for comparison reasons. Moreover, different types of relays may be used, e.g.,
DF, all-optical relays, etc. Finally, the investigation of a coexistence scenario between
heterogeneous HAP and satellite networks for increased overall performance appears
quite challenging.
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Abstract. Optical Wireless Communications (OWC) networks are becoming
more and more popular for delivering broadband traffic since they are introduc-
ing significant advantages against the other alternative technologies. Operating
wavelengths range from ultraviolet (UV) to the infrared (IR) portion of the elec-
tromagnetic spectrum and present significant attenuation from channel impair-
ments. As a result, the transmission range is significantly reduced when a single
hop is used.

Therefore, multi-hop operation, which is a common technique in wireless
radiofrequency (RF) communication systems, is adopted in order to increase the
effective distance between transmitter and receiver. To improve their reliability
connectivity issues need to be investigated. Connectivity has been investigated
in RF ad hoc networks (either one or two dimension) in contrast with OWC
networks. The present dissertation aims to examine this research area by con-
necting the minimum transmission range ensuring connectivity with a plethora
of parameters such as the adopted modulation and/or coding format, the trans-
mitted power, the supported data rate and the error probability. Analytical ex-
pressions are extracted and the derived results are depicted using appropriate
figures. The outcomes constitute a valuable tool to design such networks in
practice.

Keywords: k-connectivity, node isolation probability, multi-hop networks,
UV-C transmission, NLOS propagation, weather effects, underwater optical
wireless networks.

1 Dissertation Summary

Optical wireless has been launched as an attractive candidate technology to provide
broadband communications. The way optical wireless transceivers operate is more or
less the same as fiber optics ones; however, since laser signals are now transferred
through the atmosphere, the path loss between the transmitter and the receiver is get-
ting raised due to a plethora of pernicious factors that appear. In this dissertation three
types of optical wireless networks have been examined: non-line-of-sight (NLOS)
optical transmission in the ultraviolet UV-C spectral region, free space optics (FSO)

* Dissertation Advisor: Dimitris Varoutas, Assistant Professor
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in the infrared spectral region and underwater optical wireless transmission in the
visible spectral region. More details on these networks are given in the following.

Transmission in the ultraviolet UV-C spectral region (particularly from 200nm to
280nm), also known as the solar-blind band, exhibits some unique characteristics.
Firstly, most of the solar radiation is getting absorbed by the ozone in the upper at-
mosphere, leading to almost negligible background noise at the Earth’s surface. Sec-
ondly, the UV-C light generated from terrestrial sources is strongly scattered due to
the presence of suspended particles in the atmosphere. The insignificant background
solar radiation and the strong atmospheric scattering enable the activation of NLOS
communication links with large field-of-view (FoV) receivers which allow a large
amount of scattered light collection. Recent advances in hardware have led to the
emergence of low cost semiconductor laser diodes and miniaturized LEDs at UV-C
frequencies making this new technology a quite promising solution for short-range
communications [1].

On the other hand, FSO transfers broadband services via line of sight (LOS) links
and the common candidates operating wavelengths are 780nm, 950nm, and 1550nm.
Weather, propagation distance, scattering, absorption, turbulence, pointing error ef-
fects, laser wavelength, and data rates are some of the deterministic and random ele-
ments that contribute to the overall performance of an optical wireless link. Even if all
the deteriorating factors play a significant role, designers and implementers should
particularly take meteorological phenomena into consideration when they intend to
deploy a robust FSO network in practice. Fog, snow, and rain cause the scattering of
laser signals in the atmosphere. Scattering makes a portion of the light beam traveling
from a source deflect away from the intended receiver. Another atmospheric effect
under clear weather conditions is the turbulence induced by random changes in the
atmospheric refractive index. As a result, random phase and irradiance fluctuations
(scintillation) of the optical signals are observed at the receiver [2]. Furthermore, the
FSO links also depend on the pointing error performance. Pointing errors occur due to
mechanical misalignment or errors in tracking systems. Among all phenomena, fog
brings about the greatest repercussions since it is constituted of small water droplets
having dimensions near the size of infrared wavelengths. Snow and rain also influ-
ence the FSO performance, though their impact is significantly less than that of fog.
Note that these weather phenomena rarely occur concurrently.

Finally, underwater optical communications were based on simple point to point
links delivering composite applications such as monitoring the ocean environment,
mapping of the sea floor, and sensing purposes [3]. These systems are usually operat-
ing in the blue/green spectrum region where absorption is minimum compared to
other wavelengths. The aquatic medium contains almost 80 different elements, dis-
solved or suspended in pure water, with different concentrations, as well as phyto-
planktons, zoo planktons and many marine organisms and plants. These components
may redirect the transmitting light or transform it into heat due to the two fundamen-
tal physical processes, namely absorption and scattering. Obviously, the light trans-
mittance is sensitive to high wavelengths since these two physical processes have a
highly spectral dependence.

The deteriorating factors that are introduced by the propagation channel reduce
both the maximum obtainable data rate and the transmission range and an efficacious
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solution to mitigate these impairments is to employ relay-assisted techniques. In a
multi-hop transmission, the total transmission path is divided into smaller distances
between relays or hops which suffer from less loss. At each relay, the received optical
field is processed and forwarded to the next one. In that way, an effective serial re-
layed network can provide services at far distances. Transmission through relays is
quite a common practice in wireline and RF wireless communication systems. A
plethora of such relevant studies has appeared recently; see, e.g., the newly published
books of Uysal [4] or Dohler and Li [5].

Multi-hop networks can properly operate if connectivity between their nodes is sat-
isfied. A fully connected network contains a path from any node to another. When
there is no path between at least one source—destination pair, the network is discon-
nected. Obviously, connectivity plays a critical role for wireless networking. Connec-
tivity was mainly studied for RF wireless networks where the propagation suffers
from various severe, random in nature impairments such as path loss, multi-path fad-
ing, and shadowing [6], [7]. Another metric of network connectivity is the node isola-
tion probability which can be defined as the probability that a random node cannot
communicate with any other nodes. Some of the studies on this topic for one-
dimensional relayed networks are as follows. In [8], the probability of having a wire-
less network composed of at most C clusters is extracted. In [9], an ad hoc network
consisting of nodes and base stations is considered, and the probability of node to
base station connectivity is derived. Analytical expressions for the probability that a
wireless network is connected are presented in [10], as well. Finally, Miorandi and
Altman [11] obtained exact results for the coverage probability, the node isolation
probability, and the connectivity distance for various node placement statistics.

In the context of optical wireless networking there appears an absence of similar
works in the open technical literature mainly due to the fact that the interest on this
specific field is nowadays in season. That was the key motivation for this dissertation
and the outcomes were the first papers in the areas of ultraviolet communications
([12], [13]), free space optics ([14]) and underwater optical communications ([15]).
The numerical results of this dissertation are of significant value for telecom re-
searchers working toward a flexible optical wireless network deployment in practice.

2 Results and Discussion

2.1  Kk-connectivity issues

The multi-hop optical wireless network network can be represented as an undi-
rected graph G with a set of vertices / and a set of edges E [16]. The set of vertices
has cardinality » and represents the set of nodes, while the set of the edges corre-
sponds to the OWC links between the nodes. The node degree, d(u), is defined as the
number of links of a node (i.e., the number of neighbor nodes within its range). An
isolated node has a null node degree. The minimum node degree, d,;,, of G is defined
as the minimum value among the node degrees. Since the nodes are placed in fixed
positions, the existence of isolated nodes is undesirable. In terms of communication
networks, the probability that each node in a multi-hop OWC network has a minimum
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node degree d,,;, = k depends on the node density, p, as well as the transmission range,
R and is given by [17]

2yi n
P(dyin > k) = (1 = Zlcd T2 ook )

A path is defined as a sequence of successive edges on G. The existence of a path
between two nodes denotes that they are connected. G is connected when a path exists
between all pairs of nodes. Similarly, we say that G is k-connected (k=1) when k£ mu-
tually independent paths exist between all pairs of nodes [16]. The conditions (1)
ensure that every node has at least one neighboring node within its range. However,
the event d,,;; > 0 is not a sufficient condition for ensuring the connectivity of the
network. It can be proven that, if n >> 1, then

P(G is k-connected) = P(d i, = k) 2)
for P(dyn = k) almost 1 [16].
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Fig. 1. Graph connectivity: (a) non connected, (b) 1-connected, (c¢) 2-connected and (c) 3-
connected.
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2.2 k-connectivity issues for ultraviolet UV-C two-dimensional multi-hop
networks

In [12] we consider a multi-hop network configuration consisting of several NLOS
UV-C communication sensors. A typical UV-C link between a transmitter (Tx) and a
receiver (Rx) is shown in Fig. 2. Both the Tx and Rx face vertically upwards; i.e.,
they have 90° apex angle. In this scenario, the Tx transmits a signal vertically up-
wards having a beam divergence angle 67. The cone produced by the Tx beam inter-
sects the Rx FOV cone of 6 degrees. The separation between Tx and Rx is r, while
the distances from the common volume V to the Tx and Rx are r; and r;, respectively.
A communication link is established when the optical power is backscattered by par-
ticles inside the volume produced by the intersection of the two cones and reaches the
Rx node.

Next, we assume that a number of n nodes are distributed at fixed positions on a
service area 4. Each node is independently placed on the service area according to a
homogeneous Poisson point process. Assuming large values of n and 4, a constant
node density, p=n/A, can be obtained. Under this assumption, the homogeneous Pois-
son point process can be obtained as the limiting case of the uniform distribution.
Consider, now, the case where all the nodes have the same transmission range R, i.e.,
homogeneous range assignment. This means that every node covers a circular region
with area A4 ’=nR02. Every source node forwards traffic towards one or more destina-
tion nodes provided that their cones are intersected. If this does not happen, the node
is getting isolated. If the transmission range is short, the probability of having isolated
nodes increases. In contrast, assuming a large range, interference problems may ap-
pear. Apparently, if a node can communicate with more than one neighbor, the net-
work robustness significantly increases; hence a proper selection of the transmission
range is a critical parameter for the network connectivity robustness.

Fig. 2. UV-C NLOS link geometry.
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The determination of an appropriate path loss model is critical for the k-
connectivity investigation. Chen et al. in [20] proposed an empirical channel path
loss model based on a set of extensive measurements. In their study, the authors
demonstrated a communication test-bed and collected path loss measurements, for
various combinations of Tx and Rx apex angles. On the basis of these measurements,
a simple power decay model was proposed in [21] and adopted in [12].

As a result, analytical expressions for k-connectivity have been obtained, assuming
the most fundamental modulation formats, i.e., on—off keying (OOK) [27] and pulse
position modulation (PPM) [27] and adopting noise modeling for daily (Gauss model)
and nightly (Poisson model) operation. For example, eq. (3):

Pook p(dmin > k) =
k-1 i
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a nAPt a MAP¢
e 07" rBrre) )l b))

i!

1- 3)

i=0

presents the network k-connectivity for OOK assuming the Poisson noise model. In
(3), P, denotes the transmitted power, R, is the supported data rate, P, is the error
probability, 4 is the operating wavelength, % is the Planck’s constant, ¢ is the speed of
light, # is the quantum efficiency of the optical filter and photodetector, a is the path
loss exponent and ¢ is the path loss factor.

The aim of this study is to address the following question: Given a homogeneous
range assignment R, for a given modulation scheme, what is the minimum node densi-
ty p required to achieve a k-connected network with probability close to 1?

2.3  Node isolation probability for serial ultraviolet UV-C multi-hop networks

In [13] we focus on the node isolation probability evaluation of a serial multi-hop
UV-C network and derive analytical expressions assuming the OOK and PPM modu-
lation formats. The network consists of n transceivers (nodes), deployed at fixed posi-
tions on a service interval with length /, operating under NLOS conditions (Fig. 3).
Every node is independently placed on the service interval according to a homogene-
ous one-dimensional PPP. Assuming large values of n and /, a constant node density,
p = n/l, can be obtained. Under this assumption, the homogeneous PPP can be ob-
tained as the limiting case of the uniform distribution [22]. Every node is equipped
with a Tx and a Rx, with elevation angles of fr and Sy degrees, respectively. The
distance between a transceiver and its first neighbor is a random variable following a
generalized Gamma distribution [23]. The Tx produces a cone, which has a beam
divergence angle of #r degrees, and intersects the Rx FOV cone of 6z degrees. A
communication link is established when the optical power is backscattered by parti-
cles inside the common volume, generated by the intersection of the two cones, and
reaches the Rx node.

We consider the case of homogeneous range assignment, i.e., all the nodes have
the same transmission range R. Every source node forwards traffic toward its first
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neighbor node provided that their cones are intersected. If this does not happen, the
node becomes isolated. If the transmission range is short, the probability of having
isolated nodes increases. On the contrary, assuming a large value of R, the interfer-
ence level for each node may be significantly increased, thus degrading the quality of
the communication link.

N;2 Nit2

o
V.

Fig. 3. Serial UV-C multi-hop network geometry.

A single scattering model is adopted, where each photon is assumed to be scattered
at most once through its propagation from Tx to Rx. This model has been derived by
Xu et al. in [19], as a fine approximation of the one introduced by Luettgen ef al. in
[18], which is presented in an integral form. Therefore, analytical expressions for the
node isolation probability, P;,,can be obtained in terms of the system parameters (i.e.,
transmitted power, supported data rate, and probability of error), as well as the geo-
metrical configuration parameters (i.e., Tx and Rx elevation angles, Tx full beam
divergence angle, and Rx FoV), and the node density. For example, eq. (4)

i 026 RkeB1(125in2 Br+05sin2Br)
P. = ex -2 SmﬁsW NPtksH(U)ArOTORKe B R 4
is0,00K P P, 0 965inBTsin2BR(1—COSGTT),/NORbQ_l(PE) )

presents the node isolation probability for OOK. In (4), H(u) denotes the composite
phase function, &, and &, are the extinction and scattering coefficients, respectively, #
is the quantum efficiency of the optical filter and photodetector, 4, is the area of the
receiving aperture and N, is the white noise power spectral density. Obviously, an
appropriate tradeoff between the node density, p, and the transmission range, R, is
required to ensure a minimum number of isolated nodes. The presented results not
only investigate this trade off but also considering the impact of the transceiver geo-
metrical configurations (elevation angles, divergence angles) and the interaction of
several parameters such as the supported data rate, the transmitted power and the
network length.
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2.4  Weather effects on node isolation probability for serial FSO multi-hop
networks

In [14] we consider a serial network architecture composed of # relays, i.e., n FSO
transceiver nodes uniformly distributed in a service interval of length / according to a
binomial point process (BPP) model (Fig. 4). The distance between a node and its k-th
neighbor follows a generalized beta distribution given by eq. (1) in [14].

Tx relays Rx

B I

N Y

nodes

Fig. 4. Serial FSO multi-hop network geometry.

In recent years, significant effort has been devoted to the development of a channel
model to predict weather effects on FSO transmission [24]. A quite effective model
for the link budget evaluation is described in [25]. According to this model, the re-
ceived power is related to the atmospheric attenuation which in turn depends on fog,
haze, rain, or snow appearance.

Consequently, the node isolation probability is extracted. For example, eq. (5)
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gives the node isolation probability when fog is present. In (5) © denotes the beam
divergence and ay,, the attenuation coefficient due to fog. From this equation, we can
conclude that an adequate node isolation probability for a given length, /, depends on
various network parameters and the number of nodes, n.

2.5  k-connectivity issues for underwater optical wireless multi-hop networks

In [15] we consider a three-dimensional (3D) uOWC network consisting of nodes
floating at different depths over a service aquatic volume. Each node is equipped with
six sensors with FoV of 60° in order to cover all directions and allow transmission in
three dimensions. A possible way to deploy such a network was proposed in [26].
Every sensor is placed at the bottom of the sea by an anchor and is connected with a
buoy that can be inflated by a pump. Sensors are pushed towards the surface by the
buoy. The depth adjustment can be controlled by arranging the wire length connecting
the sensor to the anchor. By properly adjusting the depth, we can also construct a one-
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dimensional utOWC network where nodes are arranged over a service length into the
aquatic medium. The one dimensional arrangement can be considered as a special
case of the general three dimensional node configuration.

The determination of the minimum achievable transmission range of each node is
critical for the design and the connectivity investigation of the network. It is found,
that this parameter is a function of network parameters (transmitted power, supported
data rate, error probability), the operating wavelength and the chlorophyll concentra-
tion as shown in (6):

__2cos(8) % c(d) 1

R= @ 0 cos () 2m(1—cos (09))TRyhc 2 2 (6)
APgncirArcos (6) (bg) ( /TdC+Tbg+J;8rfc_1(2PE)> ~TdctTpg

In (6), c(4) denotes the extinction coefficient, §, is the Tx beam divergence angle, 9 is
the angle between the perpendicular to the Rx plane and the Tx-Rx trajectory, T is
pulse duration, # is the detector counting efficiency while 7, and 7, are the sources of
additive noise due to dark counts and background illumination, respectively.

A set of analytical results is presented in order to study the connectivity behavior
of an underwater multi-hop sensor network in the 300nm—700nm spectral region for
two case studies. At first, a one—dimensional scenario is considered, where n = 100
nodes are uniformly distributed at a given service length. Secondly, a three—
dimensional scenario is considered, where n = 100 nodes are uniformly distributed at
a given service volume.

3 Conclusions

In the context of this dissertation we examined connectivity issues for three types
of optical wireless communication networks.

At first, in order to extend the coverage region for a NLOS UV-C optical commu-
nication network, the network operation via multiple node-to-node hops is proposed
and the system performance in terms of the k-connectivity property is investigated.
The effect of several network parameters, such as the node density and the probability
of error, were examined for uncoded OOK and PPM modulation schemes, assuming
Poisson and Gaussian noise models. Various numerical results were illustrated, show-
ing a useful outcome for telecom system designers for constructing a reliable UV-C
network. Apparently, better results could be obtained by using more efficient modula-
tion schemes, e.g., subcarrier intensity modulation, as well as incorporating coding,
e.g., repetition or convolutional codes. Moreover, the use of different deployment
geometries, e.g., use of directional beams, can obviously enhance the performance;
however, the connectivity analysis in this case is getting much more complicated and
is a subject of ongoing research.

Secondly, analytical expressions for the node isolation probability of a serial
NLOS UV-C network were presented where transceivers are distributed statistically
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on a given service interval. An effective path loss model is used and transmission with
both OOK and PPM modulation schemes was considered assuming Gaussian noise.
Several illustrative examples were depicted to show the interaction between various
parameters, including the node density, the data rate, the required amount of power to
achieve a certain error probability floor, etc. Different geometrical transceiver config-
urations were examined in order to obtain the node density required to achieve P;,,~ 0
as well. The adoption of other path loss models and the consideration of more effec-
tive modulation and/or coding schemes are some of the topics for further research.

Thirdly, we focused on the node isolation probability of a serial FSO network
where transceivers are placed on a given path-link following an one-dimensional
BPP. We used an effective path loss model and considered operation under the most
critical weather phenomena, e.g., fog, haze, rain, and snow. Proper design scenarios
were presented in order to reveal the interaction between the number of required
nodes, the length of the service interval, and the weather condition parameters (visi-
bility, rainfall/snowfall rate) so that to achieve P;,~ 0, as well. In the worst case sce-
nario, i.e., having thick fog with a 50m visibility, a network operator needs 15 nodes
to cover a service length of 1km [13]. The work can be improved in a number of
ways, e.g., using different path loss models, considering other modulation formats,
using forward error correction schemes, etc.

Finally, we considered a underwater optical wireless communication (WUOWC) con-
figuration consisting of uniformly distributed nodes communicating with each other
using IM/DD with OOK modulation scheme. We, then, investigated the interaction
between the node density and various parameters such as error probability, wave-
length, transmitted power, data rate, etc, in order to achieve connectivity. As an ex-
ample, assuming the one dimensional scenario with a service length of 1km and P, =
10° we find from that the required number of nodes in order to deploy a fully con-
nected serial multi-hop uOWC network is 336 for R,=10Mbps and 184 for
R,=100kbps [14]. Obviously, these values would be significantly reduced by adopting
more efficient modulation and/or coding schemes. This work can be expanded in
several ways. At first, the adopted path loss model is only an approximation of the
received intensity at each node and does not capture the scattering component of the
transmitted beam. Several channel models presented in the literature, e.g., ([28] or
[29]) could be assumed and more realistic results would be obtained. Furthermore,
alternative models to describe the absorption and scattering coefficients could be
adopted. As an example, the distinction between “small” and “large” particles accord-
ing to Haltrin’s model is determined by the index of refraction. However, this distinc-
tion could also be determined relative to the wavelength of illuminating resolution
[30]. Moreover, the role of channel sharing/MAC/collisions should be clarified in
case the non-isolated nodes do not operate successfully at a quoted bit rate.
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